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Gas separation using polymer membranes 
 
 
 The basic foundations for gas separation were established by the gas diffusion laws of 

Graham and Fick in the mid-19th century.1-3 Graham gave the first description of gas transport 

inside a membrane material in the form of a solution-diffusion model. Later in the mid-20th 

century, researchers like Barrer,4 Stern5 and Meares6 laid the foundations for modern theories 

of gas permeation in dense polymer membranes, in which the solution-diffusion framework is 

still the accepted model for gas transport. However it was only three decades ago that the use 

of polymeric materials for gas separation went from laboratory to commercial ventures.7,8 

Since then, polymer membrane-based gas separation has emerged substantially as an 

important process in chemical industries. 

 

 Glassy polymers are promising membrane materials for carbon dioxide (CO2) 

separation applications because of their effective gas selectivity behaviour.3,7,8 Polymer 

membranes are economically and environmentally attractive alternatives to traditional gas 

separation methods such as amine scrubbing technology9, physical adsorption,10-16 chemical 

adsorption17-24 and low-temperature distillation.25,26 In their simplest ideal form, membranes 

act as molecular scale filters. The portable and compact nature of polymer membranes makes 

them more popular than other gas separation methods and they also can be combined with 

other gas separation techniques to increase the efficiency.7,8  

 

 The development of robust polymer membranes should make membrane gas 

separation a superior technique over other available methods. However, the continuous 

commercial development of this field depends upon achieving clear ideas of relationships 

between polymer structure and gas transport as well as gas selectivities.7,8 The vast amount of 
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work available in the literature is mostly based on experimental results,3,5,8,27-65 although a few 

basic molecular simulations have been reported.66-70  

Importance of carbon dioxide (CO2) separation 
 
 
 Global warming has been identified as one the world’s major environmental issues in 

the 21st century.71 It is possible to mitigate this effect and reduce the release of greenhouse 

gases such as carbon dioxide in to the atmosphere by separating them from gas streams in e.g. 

cement industry and oil recovery plants.71 It is generally accepted that the increased 

concentration of CO2 in the atmosphere is an important reason for global warming. The larger 

sources of CO2 emission are fuel and biomass energy facilities, natural gas production, 

synthetic fuel plants, fossil fuel-based hydrogen production plants and major industries.71 The 

current levels of CO2 are considerably higher than over the last 65,000 years.72 In this context, 

CO2 separation and storage (CSS) is an absolute necessity at this moment to preserve the 

ecology of our planet. 

 

 In most power stations, amine sorption technology73 is used to separate CO2 from 

high-pressure gas streams. More occasionally, the physical swing adsorption10-16 or 

temperature swing adsorption method74-79 have been adopted to separate CO2. The recent 

developments in the field of polymer membranes, and especially the preparation of high-

performance gas separation membranes, are a vital alternative for CO2 separation 

applications. They can achieve a large difference in permeation rates (>100 times) between 

different gases in a stream. Such membranes can be used to separate a wide spectrum of 

gases.8 
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Potential applications of CO2 separation 
 

 Initial efforts of CO2 separation were addressed with respect to its industrial uses. 

There are lot of potential applications of CO2 in its liquid, gas and super-critical states.48,58,80-

86 

 

i) It is used as a solvent in chemical syntheses because of its non-toxic and easy 

processing nature.87-92 

ii) A very important application is its use in oil recovery plants,71 where high-pressure 

CO2 reduces the viscosity of crude oil and forces it through the fuel pipes.93-97 

iii) It enhances the hardness of the steel in the moulding process.98 

iv) It is also used as a refrigerant in its solid form ("dry ice").99 

v) Another well-known application is the preparation of carbonated drinks.100 

vi) It is employed as a fire extinguisher because of its non-flammable character and its 

lack of assistance to combustion.101   

vii) It can be combined with limonene oxide or other epoxides to make plastics.102 

viii) It is an important ingredient in the photosynthesis process. 103 

 

 The popularity of CO2 as an industrial solvent is increasing day-by-day because of its 

tunable properties near its critical temperature of 304 K.104 So it is important to develop an 

economically-favourable CO2 separation technique, such as high-performance polymer 

membranes, in order to reduce the production costs.  
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Molecular simulations of CO2 transport 

 
 In general, CO2 is treated in the same way than all other small gas molecules in most 

molecular simulation studies.105 However CO2 has a specific tendency to plasticize polymer 

membranes at high concentrations and the performance of the membrane can be significantly 

altered. For example, in CO2/CH4 gas separation, the polymer swells upon sorption of CO2 

accelerating the permeation of CH4 and decreasing the selectivity of the polymer 

membrane.67,69  

 

 Earlier attempts to model CO2 transport in polymer membranes using molecular 

simulations are quite unsatisfactory. In the Gusev-Suter transition state theory67,69 (GSTST), 

the pressure dependence of the solute concentration at elevated pressures is calculated from 

the statistical equilibrium between the solute in the static matrix and the ideal-gas phase. 

However, the assumption that the polymer packing does not undergo any structural 

relaxations due to the presence of the penetrant molecules is not exactly valid for CO2 

sorption. As a consequence, GSTST always predicts much higher solubility coefficients for 

CO2 than those reported experimentally.106 The fairly-common use of spherical united-atom 

models for linear CO2 molecules is also highly suspect.67,69,70,107 Indeed, it helps to artificially 

slow down the diffusion of CO2 molecules in the polymer membranes and increases the 

solubility, an artifact which is solely due to the "large-bead" character of the model penetrant. 

There have also been attempts to use a flexible CO2 model.108-110 However, in classical MD 

simulations, the use of flexible bending angles for CO2 leads to non-equipartition of kinetic 

energy, because of the associated two extra degrees of freedom, i.e. an angle bend and the 

rotation around the O-C-O axis. In particular, the latter has a very small moment of inertia and 

couples very poorly with the other degrees of freedom. 
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 In this work, we intend to build atomistic models for some glassy polymers and study 

CO2 transport in these models using molecular dynamics (MD) simulations111 without any 

pre-assumptions about the polymer relaxations in the presence of CO2 molecules. This will 

eventually help to understand the plasticization phenomenon at the atomistic level and the 

actual factors affecting CO2 transport in polymer membranes.  
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1.1) Gas permeation 

 
 The solution-diffusion mechanism was proposed in 1866 by Thomas Graham, and is 

widely accepted for gas transport in polymer membranes.62,64,112-115 According to this 

mechanism, gas transport occurs when the gas molecules enter the membrane at its high-

pressure side, then diffuse across the membrane and re-emerge at its low-pressure side. Gas 

permeability P is defined as a measure of the ease of transport of the gas through the polymer 

membrane, which is given by the thickness-normalized flux divided by the pressure difference 

across the membrane (Eq. 1):3,116 

 
P= J

l

∆p  (1) 

where J is the gas flux through a membrane of thickness l and ∆p is the pressure difference 

across the membrane. The flux J of a gas through a polymer membrane is itself given by 

Fick’s first law (Eq. 2):3 

 x

C
DJ

∂
∂−=

 (2) 

where D is called the diffusion coefficient and 
∂C

∂x






 is the penetrant concentration as a 

function of the distance x across the film. By combining Eq. 1 and Eq. 2 and assuming that the 

downstream pressure is negligible,3 one obtains Eq. 3: 

 SDP=  (3)  

 

where S is called the solubility coefficient. It is difficult to calculate gas permeabilities 

directly using molecular dynamics simulations in glassy long-chain polymers because of the 

current limitations of computational times and system sizes.117 Fortunately, the problem can 
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be circumvented by Eq. 3. Both diffusion coefficient D and solubility coefficient S are bulk 

properties and can be calculated separately in MD simulations. 

 When applied to gas mixtures, the separation factor αA B
*  defines the ability of a 

membrane to separate gas A from gas B (Eq. 4): 

 αA/B
* =

yA / yB

xA / xB
 (4) 

with x and y being the upstream and downstream mole fractions of A and B, respectively. In 

most cases, the downstream pressure is negligible with respect to the upstream pressure, and 

Eq. 4 reduces to Eq. 5: 

 αA B
* = αA/B =

PA

PB
 (5) 

where αA/B  is known as the permselectivity of the membrane. It can be further split into two 

parts (Eq. 6): 

 αA/B =
DA

DB







SA

SB







 (6) 

DA

DB
 is called the diffusivity selectivity and 

SA

SB
is called the solubility selectivity. 

 

1.2) Gas sorption 

 
 The solubility of a gas in a polymer membrane is related to the concentration C of gas 

in the polymer phase at certain partial pressure p of the gas.107 Several models have been 

proposed to describe the gas sorption isotherms as a function of feed pressure,27,62,64,112-114,118 

among which the so-called dual-mode sorption (DMS) model has been the most popular over 

the last three decades.8,27,65,118  
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 In the dual-mode sorption model, the penetrant concentration C can be defined as a 

sum of two different concentrations, CD and CH, which represent Henry's law sorption and 

Langmuir sorption respectively (Eq. 7): 

 HD CCC +=  (7) 

 These two quantities can be further characterised by various parameters as shown in 

Eq. 8:  

 C= CD +CH = kd p  + 
CH

' bp

1+bp
 (8) 

where kd is Henry’s law solubility coefficient (cm3(STP)/cm3(polymer) atm), p is the pressure 

(atm), CH
'  is the Langmuir sorption capacity (cm3(STP)/cm3(polymer)) and b is the 

Langmuir affinity parameter (atm-1). A schematic graph is shown in Figure 1. 

 

Figure 1. General shape of dual-mode sorption isotherms.118 The example shown is that of 

CO2 in 6FDA-6FpDA at 35°C.118 

 
 Langmuir-type sorption is assumed to be linked to packing defects or microvoids with 

the size of penetrating gas molecule. This type of sorption thus decreases sharply with the 

pressure and reaches a plateau once the microvoids are saturated. In Henry’s type sorption, 
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the sorbed gas molecules go into dense packed regions within the polymer similar to sorption 

environments in liquids (Figure 1).  

 
 Figure 2 gives the relationship between the specific volume of the polymer and the 

temperature.119 The amount of microvoids increases as the relative distance between the 

polymer glass-transition temperature Tg and the actual temperature T increases.119 V0 is the 

volume occupied by polymer atoms, Vl is the expected liquid-like specific volume (i.e. the 

equilibrium specific volume with infinitely slow cooling rates) and Vg is the actual specific 

volume of the glassy state. During the sorption phase, all gas molecules first fill the available 

non-equilibrium free volume (i.e. microvoids) at T. The value of the Langmuir sorption 

capacity ( '
HC ) is thus directly proportional to the amount of microvoids available in the 

polymer matrix.119 Once all the available microvoids are filled, CO2 enters the densely packed 

regions of the polymer (i.e. Henry’s type sorption) which lead to its swelling. 

 

Figure 2. Schematic representation of the relationship between the specific volume of an 

amorphous polymer and the temperature.119 

 

 The DMS sorption model is very popular because it correlates with many features 

such as Tg, fractional free volume and d-spacing.118,120 However there are also drawbacks to 
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that model. It lacks a solid molecular foundation and it does not have any information about 

volume dilation induced by gas molecules such as CO2. In addition, Bondar et al 117 reported 

that the DMS parameters are sensitive to the pressure range under consideration, so that they 

cannot be considered as reliable predictors of what happens beyond the range of pressure 

fitted. 

 

 The other well-known model related to gas sorption in glassy polymers is the site-

distribution (SD) model.107 This model assumes that the sorption of gas molecules occur 

within a variety of sites distributed inside the polymer matrices. The free energy of gas 

molecule dissolution in the polymer should vary according to the size of the hole available for 

the insertion. By assuming the distribution of the hole volumes to be Gaussian, the free energy 

G of dissolution of gas molecules into the holes is also described by a Gaussian function (Eq. 

9):  

 n(G)= no exp −
G − G0( )2

σ 2













 (9) 

with n being the number of sites and σ being the width of the distribution, which can be 

obtained from the volume of the penetrant Vg ,  the average hole volume Vh0 , the shear 

modulus µs , the gas constant R, the temperature Tg where the free volume is frozen in and the 

bulk modulus B in the liquid state at temperature T = Tg (Eq. 10): 

 σ =
2 Vg

2−Vh0
2( )µs

3Vh0

2RTg

BVh0
 (10) 

In Eq. 9, n0 is a prefactor related to the number of holes (Eq. 11): 

 n0 =
1

σ π
 (11) 
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and G0 is the free energy change caused by the dissolution of a gas molecule in an average 

hole of the polymer. The total concentration C of gas molecules inside the polymer matrix is 

given by the integration of the product over all energies of the number of sites and the thermal 

occupancy (Eq. 12):  

 C=
1

σ π

exp − G−G0( )2 /σ 2{ }
1+ exp[ G − µ( )/RT]

−∞

+∞

∫ dG (12) 

where µ is the chemical potential of the dissolved gas, which is related to the pressure p by µ 

= µ0 + RT ln p. Eq. 12 can thus be considered as an implicit equation between the chemical 

potential µ (or the pressure p) and the total concentration C. Instead of the two different types 

of sorption assumed by the dual-mode sorption model, the SD model describes a single 

continuous distribution of sorption energies. 

 

 It should be noted that there are other much less-commonly used models such as 

Sanchez-Lacombe theory,121 non-equilibrium lattice fluid (NELF) models,122 free volume 

descriptions123 which attempt to describe gas sorption in glassy polymers. 

 

 In experiments, the solubility is calculated directly from isotherms of the mass uptake 

vs the pressure.27,28,118,124 Both DMS and SD models are able fit pressure-composition 

isotherms equally well.62,64,112-114 In molecular simulations, there are several techniques 

available to calculate the solubility of a gas. They include thermodynamic integration,125 

umbrella sampling,126 self-consistent histogram method127,128 and the most-commonly used 

one which is called the Widom test-particle-insertion (TPI) method.29,129-131 
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1.2) Gas diffusion 

 
 The diffusion of gas molecules occurs inside the polymer membrane because of its 

chemical potential gradient inside the membrane. Consistent with Fick’s first law, the flux 

goes from the highest to the lowest concentration region. In computer simulations, the well-

known Einstein’s equation of diffusion is usually used to calculate the self-diffusion 

coefficient D (Eq. 13).132 

 Ri (t + t0)− Ri (t0) 2 = 6Dt  (13) 

with the term on the left-hand side of Eq. 13 being the average mean-square displacement 

(MSD), i.e. the square of the distance over which the gas molecule has travelled between 

time-origin t0 and time t+t0. This equation is only really valid over long timescales, when gas 

molecules follow a random walk and have no memory of the previous steps. Gas diffusion 

can be classified into three different regimes based on the relationship between MSD and 

time. At very short times, the MSD is quadratic in time, ( Ri (t + t0)− Ri (t0) 2 ∝t2 ). The 

gas molecules move freely until they hit the polymer atoms or walls of the microvoids. 

Following this initial very fast step, the gas molecules go through a slower diffusion regime 

called "anomalous regime", in which (Ri (t + t0)− Ri (t0) 2 ∝tn ;n < 1). Anomalous 

diffusion is caused by the polymer environment which prevents the gas molecules from 

following a random walk. However, over longer time intervals, the gas molecules can be 

considered as resuming a random walk, (Ri (t + t0)− Ri (t0) 2 ∝t ), and this is referred to as 

the "Fickian diffusion regime". In that case, Eq. 10 can be used to estimate D (Figure 3). 
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Figure 3. A schematic representation of the time dependence of the mean-square 

displacement (MSD) of a diffusing gas.107 

 

 In experiments, diffusion coefficients are calculated either by using the time-lag 

method or from the respective permeability and solubility data (Eq. 3).34 The time-lag 

method133 assumes that the equilibrium sorption of gases follows Henry’s law and that the 

diffusion coefficient only depends on the temperature (Eq. 14):  

 D =
l 2

6θ
 (14) 

with l being the thickness of the membrane and θ being the diffusion time-lag constant 

obtained in uptake vs time plots by extrapolating the steady state part of the curve to the time 

x axis. 

 

1.3) Plasticization 

 
 It is difficult to give an exact definition of plasticization but its existence is based on 

the observation of the increase in CO2 permeability as a function of feed pressure.132 This 
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occurs only when some critical level of CO2-concentration is sorbed inside the polymer.134 An 

increase in permeability enhances segmental mobilities, which decreases the diffusivity 

selectivity by opening gaps between the polymer chains. As a consequence, the polymer 

looses its gas selectivity.27,28,31,65 

 

 The pressure at which the increasing diffusivity compensates the decreasing solubility 

is usually called the plasticization pressure.34,135 Bos et al62,64,112-114 reported that there are no 

direct relationships between the plasticization pressure and the glass-transition temperature or 

the fractional free-volume of the polymer. Interestingly, all glassy polymers considered in 

their study were found to be plasticized by CO2 at the same critical concentration of 38±7 

cm3(STP)/cm3(polymer). There are several other works in the literature on the same subject. 

Ismail et al134 presented a detailed review of plasticization effects in gas separation 

membranes and concluded that the investigation of correlations between molecular structure 

and plasticization will further enhance the fundamental knowledge in membrane separation 

technology.  

 

 

Figure 4. Behaviour of CO2-induced plasticization in glassy polymers.34 
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 In general, volume swelling is calculated experimentally as a change in length of the 

polymer sample as a function of the gas pressure by assuming that the swelling is isotropic. 

Methods such as dilatometry and optical interferometry are most commonly used to estimate 

volume swelling. 27,28,34,65,130, 32,124 It is also possible to measure the length change with the 

help of a high resolution video camera.136 In simulations, volume-swelling can be calculated 

directly from the volume difference between a pure polymer matrix box and this same 

simulation box containing a known quantity of CO2. 

 
 There are three main theories reported in the literature in order to explain 

plasticization: 62,64,112-114, 27,28,31,65,118,124, 135 

 

1) Volume swelling starts immediately after the first molecule of CO2 enters the polymer 

membrane, i.e. each CO2 molecule entering the polymer matrix actually contributes to the 

volume swelling, and there are also secondary volume relaxations at longer time scales. The 

delay in dilation kinetics is not related to the unrelaxed free volume of the glassy polymers 

but rather to the mass transport inside the polymer membrane of a certain thickness. This 

hypothesis is based on the results obtained for the polyimide PIXU218 by Wessling et 

al.27,28,31,65,118,124 

 

2) With respect to the site distribution model,62,64,112-114 a gas molecule of volume Vg 

(considered as a stiff sphere, which cannot be the case for CO2) has to be inserted into a hole 

of volume Vh in the polymer matrix and the partial molar volume of the gas in the polymer Vp 

is given by Eq. 15a, where γ is related to Poisson’s ratio v by Eq. 15b:124 

 Vp =γ Vg −Vh( ) (15a) 

 γ = 3
1− v

1+ v
 (15b) 
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 There are two situations to be considered here. If Vg ≤ Vh, the molecule dissolves into 

the hole without any strain on the polymer. On the other hand, if Vg > Vh, the gas molecule has 

to be squeezed into the hole and hence the polymer has to adjust to dissolve the molecule, i.e. 

the polymer has to swell to accept the penetrant. In this model, the volume of the site 

occupied by a small molecule is related via elastic distortions to the dissolution energy into 

this site. The overall volume change ∆V for a glassy polymer is then obtained by averaging 

over the partial molar volumes of the dissolved molecules in the various sites (Eq. 16): 

 ∆V = VP(G)cG
−∞

+∞

∫ dG  (16) 

where G is the free energy of dissolution (see Eq. 9) and cG is the partial concentration of 

molecules in sites lying within a free energy window  (G, G+dG). 

 

3) In the DMS model at low gas pressures, the solubility of CO2 is dominated by Langmuir-

type sorption (Figure 1 & 2). When all the microvoids have been filled, the polymer has to 

swell to adopt more CO2 molecules, similar to the volume change ∆V needed for dissolving a 

gas molecule in a rubbery polymer. ∆V is then directly proportional to the concentration of 

CO2 in the densely packed regions of the matrix.27,28   

 

 In the DMS27,28 and SD models, 62,64,112-114 volume swelling starts only after all the 

microvoids which are bigger than the size of the penetrant have been filled. However for 

Wessling et al.27,28,31,65,118,124, there is no relationship between the microvoids available in the 

polymer and volume swelling. 
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 The present work concentrates on trying to better understand the plasticization 

phenomena at the molecular level by measuring sorption, diffusion and CO2-induced volume 

swelling in some glassy polymer matrices. 
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2.1) Materials selection 

 
 Some interesting candidates with a good CO2 solubility are known to be fluorinated 

polyimides,27,28,34,65,130 polycarbonate and ether-based polymers.3 In this context, fluorinated 

polyimides have attracted plenty of attention because of their excellent mechanical, chemical, 

thermal and gas transport properties.51 Fluorinated polyimides are used in industries because 

of their low dielectric constants, low thermal expansions and high glass transition 

temperatures.3 The low polarity of fluorine atoms reduces the refractive index and electrical 

permittivity.137 These attractive features mean that fluorinated polyimides are used in a wide 

range of applications ranging from electronics,138,139 electrical insulations,140 optical 

engineering,141 radiation resistance27,52 and aviation3 to gas filtration membranes.7,8 Their gas 

permeation properties are enhanced by the fluorine atoms, which disrupt the effective packing 

of the polymer and hence increase the free volume inside the polymer matrices. 

 

 Fluorinated polyimides can be synthesised either by solution or by melt 

polymerization.142 Melt polymerization has the advantage of shortening the synthesis process 

but it is limited to fusible diamines and dianhydrides. On the other hand, solution 

polymerization can be used to synthesize a whole range of polyimides. In the middle of the 

1980s, polyimides based on the 2,2-bis(3,4-dicarboxyphenyl) hexafluoropropane dianhydride 

(6FDA) were prepared at room temperature using solution polymerization in dimethyl 

acetamide (DMAc) as a solvent (Figure 5).137-139 The characteristics of these polyimides were 

analysed and their densities, thermal, mechanical and permeation properties were reported in 

the literature.3  
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Figure 5. Synthesis scheme for 6FDA polyimides using solution polymerization.3 

 
  Following their synthesis, many researchers investigated their applications in 

microelectronics,141 dosimetry measurements, 140 optical engineering27,52 and gas separation 

membranes.29,44,55,61,67 We have selected three fluorinated homopolyimides from the 6FDA 

family, namely 6FDA-6FpDA, 6FDA-6FmDA and 6FDA-DAM for our studies. Their actual 

names are poly((4,4'-[2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl]dianiline}-alt-{5,5'-

[2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl]bis(isobenzofuran-1,3-dione)}) (6FDA-

6FpDA), poly((3,3'-[2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl]dianiline}-alt-{5,5'-

[2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl]bis(isobenzofuran-1,3-dione)}) (6FDA-

6FmDA) and poly((2,4,6-trimethyl-m-phenylenediamine)-alt-{5,5'-[2,2,2-trifluoro-1-
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(trifluoromethyl)ethane-1,1-diyl]bis(isobenzofuran-1,3-dione)}) (6FDA-DAM). The chemical 

structures of these three polyimides are shown in Figure 6. It should be noted that these 

polyimides are sometimes called with different names: 6FpDA is also known as BAAF,37,38 

6FAP,143 4APF46 or BAHF35 , DAM can be referred to as TrMPD54,59,63,144 or 3MPDA143 and 

6FmDA corresponds to 3APF. 32,33,57  
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Figure 6. Chemical structures of the 6FDA-6FpDA, 6FDA-6FmDA and 6FDA-DAM. 

 
 These fluorinated polyimides have already been synthesised and characterised. There 

are consistent experimental results on their gas transport properties which are reported in the 

literature,27,28,31-33,35,53,57,65,118,130,139 and which will be presented in more detail in the next 

section.  
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2.2) Bibliographic information 

 

2.2.1. 6FDA-6FpDA 

 

2.2.1.1. Density 

 The density of polymer samples can be measured using several 

techniques.45,54,36,63,61,29,52,42,145,39,38,70,32 The flotation method146 requires a liquid of known and 

adjustable density in which the sample is placed. The density of the liquid is adjusted by 

adding an aqueous solution such as potassium iodide until the sample either begins to sink, to 

float or is suspended in the liquid. In the latter case, the density of the object is then equal to 

that of the liquid. Alternatively, the density can be calculated by the buoyancy method from 

the weight difference of the polymer sample in air and in a fluid of known density. Another 

approach is that of the density gradient column method,147 in which a column of liquid 

varying in density with height is used. A sample is placed in the liquid and observed in order 

to determine at which vertical level the sample remains suspended. The density of the liquid 

at that level is equal to the density of the sample, and that value is determined using pre-

calibrated standards of known density.148  

 

 Table 1 gives the various densities and methods reported in the literature for 6FDA-

6FpDA. In most cases, the density is measured around 25°C. The average value of the density 

at room temperature is 1.477±0.003 g cm-3  
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Density 
(g/cm3) Temperature (°C) Method Reference 

1.466 - Density gradient column 45 

1.48 - - 54 

1.478 25 - 36 

1.480 - Flotation with KI 63 

1.474 25 Flotation with ZnNO3 61 

1.480 - - 29 

1.471 - - 52 

1.477 - - 42 

1.477 - Buoyancy method 145 

1.472 25 Density gradient column 39 

1.47 25 Density gradient column 38 

1.466 25 Density gradient column 70 

1.504 - Density gradient column 32 

Table 1. Experimental densities reported in the literature for 6FDA-6FpDA. 

 

 Figure 7 shows the digitized values of the specific volume (1/density) as a function of 

temperature reported by Costello et al. for 6FDA-6FpDA.118 The lines on the plot indicate the 

different regimes between the thermal transitions. 6FDA-6FpDA has sub-glass-transition 

temperatures around 25 °C, 118.5 °C and 216.5 °C (i.e. 298 K, 391.5 K and 489.5 K) and the 

glass transition temperature around 320°C (593 K). 

 

Figure 7. Temperature dependence of the specific volume for 6FDA-6FpDA.118 
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2.2.1.2. Glass-transition temperatures 

 The glass-transition temperature Tg is a very important parameter for polymers. Figure 

2 showed the Tg-dependence of the amount of unrelaxed free volume in amorphous 

polymers.119 Costello et al. report that the gas transport properties are closely related to the Tg 

and sub-Tg temperatures of the polymer.118 There are different techniques such as differential 

scanning calorimetry (DSC), thermal mechanical analysis (TMA) and dynamic mechanical 

analysis (DMA) to estimate the Tg.
45,54,36,63,61,29,52,42,145,39,38,70,32 However, the measure of Tg 

relies on many parameters such as e.g. heating rate,149 and the glass-transition temperature of 

the same polymer can vary between different studies. 

 

 A range of Tg, with an average value (± standard error) of 588±4 K, has been reported 

for 6FDA-6FpDA (Table 2). 

 
Tg 
(K) Method Reference 

593 DSC 45 

578 DSC 54 

615 TMA 36 

578 DSC 63 

593 DMTA 118 

573 Bilayer bending technique 150 

592 DSC 151 

573 DSC 61 

581 DSC 130 

605 DSC 38 

573 DSC 55 

593 DSC 56 

595 DMA 145 

Table 2. Glass transition temperatures reported in the literature for 6FDA-6FpDA. 
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2.2.1.3. Fractional free-volume (FFV) and d-spacing 

 An empirical method introduced by Bondi is widely used to calculate the fractional 

free-volume in polymers.152 According to Bondi, the zero point volume (volume at 0 K called 

V0) is related to the Van der Waals volume VW by the following approximation (Eq. 17): 

 3.10 =
wV

V
 (17) 

 VW is defined as the total space occupied by the atoms constituting the molecule and is 

calculated from the atomic radii of the corresponding elements. Then the fractional free 

volume (FFV) is calculated from V0 using Eq. 18: 

 FFV =
V − V0

V
 (18) 

with V being the actual volume of the polymer. Even though it is empirical, this unitless 

quantity gives a good measure of the amount of free volume available per unit volume of 

polymer. The calculated FFV for 6FDA-6FpDA reported in the literature range from 0.175 to 

0.190,31,45,56 depending on V and on the estimated V0. 

 

 Costello et al.118 extrapolated the density versus temperature plot to calculate the zero-

point density and obtain V0. They report the FFV of 6FDA-6FpDA as being 0.272. Heuchel et 

al 67 prepared bulk models of 6FDA-6FpDA using a low-density approach and calculated the 

FFV with a geometrical technique, reaching a value of 0.375. Both these values are not in 

agreement with the FFV calculated using Bondi’s group contribution method. Wang et al70 

also prepared bulk models of 6FDA-6FpDA using a low-density approach and estimated the 

fractional cavity volume (FCV), which is equal to the FFV occupied only by spherical 

cavities, using another geometrical approach. They report a FCV of 0.110 and an average hole 

size of 6.76 Å. 
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 The average interchain spacing for an amorphous polymer is estimated by its d-

spacing. Experimentally, d-spacings are obtained using wide angle X-ray scattering (WAXS) 

or small angle X-ray diffraction (SAXD).44,144 This is a measure of the packing of the 

polymer, since a polymer with tight packing has a small d-spacing and vice versa. The 

average d-spacing is calculated from the X-ray wavelength λ = 1.54 Å, corresponding to that 

of the CuKα radiation, and from the mode of the large X-ray scattering peak using Bragg's law 

(Eq. 19), withθ being the angle between the incident ray and the scattering planes:  

 λ = 2(d − spacing)sinθ  (19) 

The d-spacing for 6FDA-6FpDA using WAXS is found to be 5.9 Å.44 

 

2.2.1.4. CO2 transport properties 

 

 There is a large amount of experimental work which has been devoted to the study of 

CO2 transport in 6FDA-6FpDA. Its high gas solubility, good selectivity for CO2 and relatively 

high resistance with respect to plasticization attract the researchers. 28,32,36,130,39,42,118,54,40 Table 

3 shows the various CO2 transport data reported in the literature for 6FDA-6FpDA. 

 

 Table 3 shows that the experiments are done under different temperatures and 

pressures conditions and that a wide range of solvents have been used to cast the 6FDA-

6FpDA membranes. The drying procedure can also very much vary. Hence the reported 

values depend strongly upon the sample preparation procedures and measurement conditions, 

as will be shown below. 118,27,28,31,40,32,33,56,57,130  
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Authors Experimental conditions 
2COP
 2COD

 2COS
 Solvent 

Coleman et al. 27 10 atm 35°C 63.9 10.4 4.81 CH2Cl2 
Kim et al. 32 2 atm 35°C 70 - - NMP 

Matsumato et al. 36 4.87 atm 25°C 45 - - DMAc 
Wang et al. 130 10 atm 35°C - 8.4 6 CH2Cl2 

20.3 2.09 7.36 
Hibshman et al. 39 4 atm 35°C 

77.3 5.83 10.1 
DMAc 

Cornelius et al. 42 4 atm 35°C 49.2 4.08 9.02 DMAc 
Costello et al. 118 10 atm 35°C - - 5 CH2Cl2 
Tanaka et al. 54 10 atm 35°C 51.2 8.1 4.7 DMAc 

66.8 - - DMF 
68.4 - - DMAc 
76.5 - - THF 
81.4 - - DCM 

Recio et al. 40 1 bar 30°C 

72.1 - - Ac 
Table 3. CO2 transport properties in 6FDA-6FpDA. Permeability PCO2 in Barrers, diffusion 

coefficient DCO2 in 10-8 cm2/s, solubility coefficient SCO2 in 

cm3(STP)/cm3(polymer) atm. 

 Costello et al.118 studied the temperature dependence of CO2 transport in 6FDA-

6FpDA. This study reveals the effects of sub-Tg temperatures on gas permeabilities. As in 

other polymers, the permeability of CO2 increases with increasing temperature in 6FDA-

6FpDA but around 118.5°C (a sub-Tg temperature), a higher thermal expansivity presumably 

serves to increase the flux of CO2 molecules inside the membrane. This is shown by an 

obvious change in the slope of the CO2 permeability vs temperature plot. Once the chain 

motions begin to increase with the temperature, the polymer matrix starts relaxing at a higher 

rate. The Langmuir capacity is reduced dramatically and hence the solubility of CO2 

decreases with increasing temperature. The decrease in solubility is compensated by the 

increase in diffusivity. The increased thermal motion of the polymer and increased CO2 flux 

inside the polymer matrix causes the CO2 diffusion coefficient to increase with temperature 

thus leading to higher permeabilities. The same authors also reported dual-mode sorption 

parameters for 6FDA-6FpDA at different temperatures (Table 4): 

 



Chapter 2 : Materials and Methods 
___________________________________________________________________________ 

 32  

Temperature (°C) 








atmcm

STPcm
kd 3

3 )(

 








3

3
' )(

cm

STPcm
CH

 







atm
b

1

 

35 2.3 31 0.69 
75 1.1 23 0.25 
100 0.64 23 0.13 
120 0.68 16 0.11 

Table 4. Temperature dependence of the dual-mode sorption parameters for CO2 in 6FDA-

6FpDA within the pressure range of 0 to 10 atm.118 

 

 Coleman et al.27,28 investigated the effect of high-pressure CO2 exposure on gas 

transport in 6FDA-6FpDA. Figure 8 shows digitized plots of their sorption and desorption 

isotherms. The polymer membrane was exposed to 60 atm CO2 for 2 to 3 weeks to get steady-

state permeation before carrying out the desorption. They found that exposure to 60 atm 

results in significant plasticization and volume relaxations which eventually enhance the 

solubility during desorption. 

 

Figure 8. CO2 sorption and desorption isotherms for 6FDA-6FpDA at 35°C. The line with 

full circles is the sorption isotherm, while that with white circles is the desorption 

isotherm following conditioning with CO2 at 60 atm.27 
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 Fuhrman et al.31 reported the thermal hysteresis of gas permeation in 6FDA-6FpDA. 

Thermal quenching of polymer membranes from temperatures above Tg increases slightly the 

amount of free volume, and PCO2 increases with higher quenching temperatures compared to 

the annealed samples. These variations are attributed to the differences in the microstructures 

of the polymer membranes, when subjected to different thermal histories. 

 

 Kim et al.32,33,56,57 analysed the effect of physical ageing and found that gas 

permeabilities decrease with increasing ageing time. On the other hand, even in the aged 

membranes, exposure to CO2 increases gas permeabilities because of the induced 

plasticization.  

 

 Recio et al.40 explained the effect of the solvent used to cast the polyimide films as 

being due to the difference between the casting temperature and the solvent boiling point. 

When a membrane is cast at a temperature far below the boiling point of the solvent, it needs 

a longer time to eliminate it, thus allowing the polymer chains to relax and to attain a state of 

lower fractional free volume. Consequently, the permeability is lower.  

 

 Some molecular simulations about gas transport in 6FDA-6FpDA have been reported 

in the literature but they were either restricted to very short simulation times (60 ps) or used 

low density approaches to create the models, i.e. methods which are known to lead to a bias in 

the chain conformations.153 These simulations also used a simple spherical representation for 

CO2, 
67,69,70,154 which is far from its actual linear geometry. 

 

 Wang et al130 reported diffusivity and solubility for various gases in 6FDA-6FpDA. 

The different forms of diffusion coefficients (Deff, Davg, Dapp and DD) have been calculated for 
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CO2 and also for other gases. The effective diffusion coefficient Deff is measured as a function 

of gas flux across the polymer membrane and the average diffusion coefficient Davg is given 

by the average of the diffusivity over a concentration range. The apparent diffusion 

coefficient Dapp is calculated using the time-lag method by extrapolating the steady-state part 

of the permeation to the time axis in the pressure vs time plot. Henry’s mode diffusion 

coefficient DD is estimated considering the Langmuir concentration inside the polymer matrix 

as being only partially mobilized.  This coefficient is calculated both from the normalized flux 

of Henry’s type sorption (DD and from the time lag method (DD,t). The values reported for 

CO2 diffusion are as follows: Deff = 17, Davg = 8.4, Dapp= 5.3, DD = 26 and DD,t = 24 in the 

units of 10-8 cm2/s. 

 

 These studies confirm that there are various factors such as solvent, drying conditions, 

temperature, thermal hysteresis, pressure, CO2 exposure and physical ageing which affect 

CO2 transport in 6FDA-6FpDA. So, it is important to consider each and every step from the 

synthesis to the gas transport measurements for the polymer membranes under study. It is 

actually really difficult to monitor all these parameters together under different experimental 

conditions. In this context, molecular simulations, where solvent, ageing, etc. can be 

controlled, can bring some useful insights in to the mechanisms underlying CO2 transport in 

these systems. 

 

2.2.2. 6FDA-6FmDA 
 

2.2.2.1. Density 

 6FDA-6FmDA is a structural isomer of 6FDA-6FpDA (see Figure 6). 6FDA-6FmDA 

tends to pack better than its para-isomer and hence exhibit higher density.27,28,31,118 However, 
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because of its poor gas transport properties,27,28,31,118 there are not many experiments devoted 

to 6FDA-6FmDA. It is interesting to understand how two structural isomers can have such 

differences with respect to gas transport. 

 

 To our knowledge, only two experimental densities can be found in the literature for 

6FDA-6FmDA. Husk et al.155 report the value of 1.433 g/cm3 and Coleman et al.27 that of 

1.493 g/cm3. The latter is actually more often reported. Both experiments use the density 

gradient column method. In addition, Costello et al.118 also report the specific volume 

(1/density) of 6FDA-6FmDA as a function of the temperature, which is shown in Figure 9. 

The lines on the plot indicate the different regimes between the thermal transitions. 6FDA-

6FmDA has a sub-glass-transition temperature around 149°C (i.e. 422 K) and a glass-

transition temperature around 257°C (530 K). 

 

Figure 9. Temperature dependence of the specific volume for 6FDA-6FmDA.118 

 

2.2.2.2. Glass-transition temperatures 

 There are individual experimental studies which report the Tg of 6FDA-6FmDA as 

ranging from 508 K to 603 K, with most of the results being around ~530 K.45,150,151,155 As 
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noted above, Costello et al.118 also show that 6FDA-6FmDA exhibits a sub-Tg temperature 

around 422 K, which they claim is difficult distinguish as it is "quite close to" the Tg, despite 

the over 100 K difference. This sub-Tg transition has an impact on transport properties when 

the polymer film is exposed to temperatures higher than 422 K.  

 

2.2.2.3. Fractional free-volume and d-spacing 

 The effective packing of 6FDA-6FmDA reduces the amount of void space inside the 

polymer matrices, so it exhibits a lower fractional free volume.27,28,31,118 In Bondi’s group 

contribution method for calculating the FFV,152 the value of V0 is same for both the para 

6FDA-6FpDA and meta 6FDA-6FmDA isomers, whereas the values of the actual volume V 

vary because of the different densities. The higher density of 6FDA-6FmDA will thus result 

in a lower FFV in this empirical calculation.  

 In the case of Costello et al118, they prefer using the linear-fit extrapolation of the 

density to estimate V0 (which is then different between both isomers) and which leads to a 

FFV of 0.225 for 6FDA-6FmDA. Wang et al70 estimate the fractional cavity volume (FCV) as 

0.103 and average hole size of 6.34 Å. It is important to note that, in all types of calculations 

reported in the literature, 6FDA-6FpDA has a higher FFV than its meta-isomer. The d-

spacing value for 6FDA-6FmDA is 5.7 Å.27,28,65,118  

 

2.2.2.4. CO2 transport properties 

 Unlike its para-isomer, 6FDA-6FmDA has a very low permeability with respect to 

CO2. 
27,28,31,118 The major difference between both isomers comes from their diffusion 

coefficients, 27,28 since DCO2 for 6FDA-6FmDA is approximately 10% of DCO2 for 6FDA-

6FpDA. The solubility values are comparable between both isomers:65 (6FDA-6FpDA = 4.8 

cm3(STP)/cm3(polymer) atm and 6FDA-6FmDA = 2.9 cm3(STP)/cm3(polymer) atm at 10 atm 
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and 35°C). The differences in diffusion are thought to be related to both effective packing and 

sub-Tg motions. 6FDA-6FpDA has a sub-Tg temperature around 300 K, which is close to the 

experimental temperature and it is likely that the subtle segmental motions of individual 

groups enhance the diffusion of gas molecules.118 

 

 Compared to 6FDA-6FpDA, there has been quite a limited amount of interest devoted 

to 6FDA-6FmDA because of its low permeability. However, Coleman et al27,28 have also 

studied the conditioning effect of CO2 in 6FDA-6FmDA. Figure 10 shows a digitized graph 

of the reduced permeability of CO2 before and after conditioning with 60 atm of CO2 for 2-3 

weeks. The reduced permeability is the ratio of the permeability at a specific pressure with 

respect to the permeability of the unconditioned film at 10 atm pressure, which is 5.6 Barrers 

for 6FDA-6FmDA at 35°C. The solubility and diffusion coefficients are also reported under 

the same conditions as being 2.89 cm3(STP)/cm3(polymer) atm and 1.34 10-8 cm2/s 

respectively. The decrease in permeability at lower pressures in the untreated membrane is 

due to the decrease in solubility (i.e. the saturation of microvoids). However, at pressures 

above 10 atm, the plasticization induced by CO2 increases the diffusivity, compensates the 

effect of decreasing solubility and results in an overall increase in permeability. This 

conditioning effect (exposure to CO2 at 60 bar for 2 to 3 weeks) substantially increases the 

permeability of 6FDA-6FmDA by a factor of 7 to 10.  
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Figure 10. Reduced permeability of CO2 in 6FDA-6FmDA at 35°C. Full squares refer to 

sorption and open squares to desorption following conditioning at 60 atm of 

CO2.
27 

 

 Costello et al.118 studied the effect of temperature on gas transport in 6FDA-6FmDA 

and reported the dual-mode sorption parameters for CO2 sorption at different experimental 

temperatures (Table 5):  
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35 1.4 22 0.60 
75 0.70 16 0.23 
100 0.75 5.8 0.31 
120 0.67 3.2 0.33 

Table 5. Temperature dependence of the dual-mode sorption parameters for CO2 sorption 

in 6FDA-6FmDA within the pressure range of 0 to 10 atm.118 

 



Chapter 2 : Materials and Methods 
___________________________________________________________________________ 

 39  

 Permeability is also found to increase with increasing temperature. The slope of the 

permeability vs. temperature plot increases after the sub-Tg temperature of 422 K, which is 

assumed to be related to motions in 6FDA-6FmDA side-chains. 

 

 Fuhrmam et al.31 investigated the effect of thermal history on gas permeation in 

6FDA-6FmDA. They found that the systems quenched from temperatures above Tg, i.e. Tg + 

15°C exhibit higher permeabilities and slightly higher FFV than the annealed system. The 

substantial change in permeability is much higher in 6FDA-6FmDA than for its para-isomer, 

because of the reduced restrictions in intersegmental motions in the quenched samples. 

However, these effects are mitigated over longer timescales (> 3 months duration).  

 

 CO2 permeability is thus higher in 6FDA-6FpDA than in 6FDA-6FmDA under all 

circumstances. The solubility of CO2 is not very different, but the diffusion is much faster in 

the para-isomer than in the meta-isomer. Due to its effective packing and restricted 

intersegmental motions, 6FDA-6FmDA has poorer gas transport properties. This is consistent 

with the fact that in 6FDA-6FpDA, the excess free volume and subtle side-chain motions at 

lower temperatures are thought to be related to the enhancement of gas transport. 

 

2.2.3. 6FDA-DAM 

 

2.2.3.1. Density 

 The density of 6FDA-DAM is comparatively lower than the other two fluorinated 

polyimides under study since the three methyl substitutions in the smaller diamine structure 

inhibit the effective packing of the polymer.30 There are several experimentally-reported 

densities for 6FDA-DAM, ranging from 1.300 g/cm3 to 1.353 g/cm3 with an average of 



Chapter 2 : Materials and Methods 
___________________________________________________________________________ 

 40  

1.339±0.007 g/cm3.35,49,54,56,57,63,156 Most of them35,49,54,63,156 have been measured using the 

flotation method. 

 

 Kim et al.56,57 studied the ageing-dependence of bulk density in 6FDA-DAM using 

refractive index as a monitor. The plot shown in Figure 11 shows the effect of ageing on 

density. It tends to increase the density more rapidly in thin films than in thick films.157  

 

Figure 11. Ageing time dependence of density of 6FDA-DAM at 35°C.57 

2.2.3.2. Glass-transition temperatures 

 The glass transition temperature of 6FDA-DAM is reported as spanning a range 

between 650 K to 669 K with an average of 656±4 K.32,35,49,54,56,63,156 The higher Tg of 6FDA-

DAM is due to the reduction in the number of flexible bonds in its backbone compared to 

both other polymers under study. The smaller DAM diamine has a rigid phenyl ring with 

methyl substitutions, but the rotations of side-chain methyl groups apparently do not affect the 

rigid polymer backbone.30,54 

2.2.3.3. Fractional free-volume and d-spacing 

 The steric hindrance of substituted methyl groups increases the FFV of the 6FDA-

DAM matrix compared to 6FDA-6FpDA and 6FDA-6FmDA.56 The fractional free volume 
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estimated using Bondi’s group contribution method is reported as being 0.190 in the 

literature.27,28,54,56,70,118 The d-spacing is equal to 6.5 Å,144 which means that the average 

interchain distance is larger than for the other two polyimides. 

2.2.3.4. CO2 transport properties 

 Due to its high gas transport ability combined with an acceptable selectivity for 

various gas mixtures, 6FDA-DAM is a good material for gas separation. Table 6 reports all 

published data for CO2 transport in 6FDA-DAM:  

 

Author 
Experimental 

conditions 2COP
 2COD

 2COS
 Solvent 

Yeom et al. 156 10 atm 35°C 467 26 180 DMAc 
Tanaka et al. 30 10 atm 35°C 431 54 80 DMAc 
Fritsch et al. 49 1 atm RT 637 23 277 NMP/THF 
Islam et al. 59 2 atm 50°C 570 - - m-cresol 

870 - - 
Matsui et al. 144 

0.26 atm 
60°C 900 - - 

DMAc/THF 

Kim et al. 32 2 atm 35° C 299 - - NMP 
Table 6. CO2 transport properties in 6FDA-DAM. Permeability PCO2 in Barrers, diffusion 

coefficient DCO2 in 10-8 cm2/s, solubility coefficient SCO2 in 

cm3(STP)/cm3(polymer) atm. 

 

 The larger d-spacing value and the higher fractional free volume are the reasons for 

the higher solubility and diffusivity of gas molecules in 6FDA-DAM.32,33,56,57 The methyl side 

chains prevent effective packing, which results in an enhancement of gas diffusion and the 

microvoids created because of the loose packing increase the solubility.  

 

 Wind et al43,124 investigated the effect of chemical cross-linking on the gas transport 

properties of 6FDA-DAM. They reported the dual-mode sorption parameters for CO2 

transport at 35°C (Table 7). They also studied the effect of a thermal treatment on sorption 

and volume dilation in chemically cross-linked (6FDA-DAM:DABA 2:1) polymers and found 
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that the samples annealed at higher temperature have a lower volume dilation and higher gas 

solubility. The Langmuir sorption capacity ('HC ) increases as well with the increasing 

annealing temperature.  
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35 2.18 55 0.42 
Table 7. Dual-mode sorption parameters for CO2 sorption in 6FDA-DAM at 35°C within 

the pressure range of 0 to 25 atm.43 

 

 There is a computer simulation study by Hölck et al.69 on CO2 sorption induced 

volume dilation which includes 6FDA-DAM in addition to polysulfone. However, the authors 

use a low-density approach to prepare the polymer matrices, they study the sorption and 

volume-swelling isotherms under very short simulations (300 ps) and they also artificially 

swell the polymer samples by pre-inserting an estimated quantity of CO2 inside the polymer 

matrix. Furthermore, it is likely (although the authors do not give any information about this 

specific point) that a spherical model is used for CO2 in this study. 

 These three 6FDA-based polyimides have completely different CO2 transport 

properties, and a detailed study at the molecular level would help to understand CO2 sorption, 

volume dilation and plasticization phenomena. However Bos et al132 already concluded that 

there is no relationship between any of the physical properties of the polymer and 

plasticization. Instead, all glassy polymers under consideration are plasticized at the same 

critical concentration of CO2 equal to 36±7 cm3 (STP)/cm3.132 It is worth checking whether 

the plasticization behaviour of our 6FDA-based polyimides is really independent of the 

polymer properties.  
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2.3) Molecular modelling 

 

2.3.1. General principles and integration algorithm 

 
 Molecular modelling provides a picture of the systems under study at the atomistic 

level, in order to study their static and dynamic properties. Molecular dynamics (MD) 

simulation, which is based on assumptions of classical mechanics, is one of the important 

computational technique to model atomistic level systems.111,158,159 These simulations are in 

many ways similar to real experiments as, in the same way, MD simulations also have sample 

preparations procedures, validation steps, analyses and statistical averaging.  

 

 To measure an observable macroscopic property using MD simulations, it is necessary 

to develop representative structures of the experimental conditions. In order to express the 

structures as a function of positions and velocities at time t, Newton’s equations of motions 

are solved for all (i= 1,... N) atoms in a system (Eq. 20):  

 Fi (t) = mi
∂2ri (t)

∂t2
    with i =1....N. (20) 

with the forces (F i(t)) being the negative derivatives of the potential energy 

U(r1(t),r2(t),r3(t),...,rN(t)) (Eq. 21): 

 Fi (t) = −
∂U(r1(t),r2(t),r 3(t),...,rN (t))

∂ri (t)
 (21) 

 The equations are solved simultaneously in successive discrete time-steps ∆ t for all 

the atoms in the system under a given set of conditions (i.e. constant temperature, pressure 

and number of atoms (NPT), constant temperature, isotropic pressure p and number of atoms 

(NpT), constant temperature, volume and number of atoms (NVT) or constant temperature, 

volume and energy (NVE)) and a given simulation time. Molecular configurations are stored 
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regularly over the total simulation time. The integration time-step ∆ t should be smaller than 

the fastest vibrational frequencies in the system under study. For this reason ∆ t is normally of 

the order of 10-15 s. 

 

 In order to solve Newton’s equations of motion for a many-body system, some 

approximations are often made:- 

 

1) In MD simulations, atoms are considered as point masses and the electrons are 

considered to be in their ground state. Electronic degrees of freedom are thus not taken 

into account. 

 

2) Van der Waals interactions are generally ignored beyond a certain cut-off distance. 

Long-range Coulombic interactions are calculated using Ewald sums. 

 

3) Periodic boundary conditions are generally used in order to avoid boundary artifacts.  

 

4) High frequency vibrational modes are usually removed using rigid constraints in MD 

simulations in order to increase the time-step of the simulations and to avoid problems 

due to poor equipartition of kinetic energy.160  

 

 There are many computer simulation packages available on the market to carry out MD 

simulations. We have mainly used the well-established and documented gmq code161 for our 

simulations. The general structure of the use of the gmq program in this work is presented in 

the following flowchart: 
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gmq suite of programs 

Step 1. Initial data 
(starting coordinates, force field parameters, partial 

charges) 

- 
Step 2. Generation of decorrelated chain structures 

(PMC-MD single chain method) 

- 
Step 3. Preparation of bulk models 
(Introduction of the full potential) 

- 
Step 4. Molecular dynamics simulations 

(Newton’s equations of motion) 

- 
Step 5. Output 

(Analyses at required temperatures and pressures) 
 

 The gmq code uses the leap-frog form of the Verlet algorithm162,163 to solve Newton’s 

equations of motion numerically. The leap-frog algorithm (Eq. 22 and 23) uses positions r i at 

time t and "velocities" vi at timet −
∆t

2
; it updates positions and velocities using the forces 

F i(t) determined at time t (see Eq. 21): 

 vi (t +
∆t

2
) ≈ vi (t −

∆t

2
)+

Fi (t)

mi
∆t  (22) 

 r i t + ∆t( )≈ ri (t) + vi (t +
∆t

2
)∆t  (23) 

 Figure 12 shows the leap-frog algorithm as a function of time. The velocities and 

positions are leaping "like frogs" over each others' back, thus explaining the name for this 

algorithm.  
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Figure 12. The leap-frog form of the Verlet algorithm.159 

 
 
 The leap-frog algorithm is computationally less expensive than other algorithms159 and 

it requires less storage. This is an important advantage in the case of large-scale calculations.  

 

 The gmq program uses the SHAKE algorithm160 to impose rigid constraints using an 

iterative scheme. This algorithm moves a set of unconstrained coordinates r'  to a new set of 

coordinate positions r''  with a list of distance constraints r. It works within a tolerance value 

and will continue to iterate until all the constraints are satisfied. In order to control 

temperature and pressure, the gmq program incorporates loose-coupling techniques. 162,164 

 

2.3.1.1. Temperature control 

 The loose-coupling method of Berendsen et al.164 is used to maintain the system at the 

required temperature (Treq(t)). The internally measured temperature, T(t), is coupled to an 

external heat bath at Treq(t) (Eq. 24):  

 T
•
(t) =

−1

τT
(T(t) −Treq(t))  (24) 

with Tτ being the relaxation time determining the rate of heat flow. The temperature 

difference decays exponentially with the relaxation time. The temperature of the external heat 
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bath has a initial value of Treq(0) and its rate of change is reqT
•

. So by controlling the rate of 

change, heating and cooling cycles are relatively easy to perform.  

2.3.1.2. Pressure control 

 The six independent elements of the atomic pressure tensor162 are controlled by 

rescaling the box size and shape, defined by the matrix h of basis vectors {a,b,c} (Eq. 25a) at 

every step using Eq. 25b: 

 h =
ax bx cx

ay by cy

az bz cz

















 (25a) 

 h
•
(t) =

P(t) −Preq(t)

τP  µ
 (25b) 

where µ is a pre-defined constant, Pτ is the pressure relaxation time determining the rate at 

which the h matrix responds to the difference between the internal pressure tensor P(t) and the 

required pressure Preq(t). As for the temperature control, the rate of change in pressure, reqP
•

 

can be controlled to obtain any pressure. 

 

2.3.1.3. Temperature and scalar pressure control 

 In the case of an isotropic liquid system, the MD box will move from its initial cubic 

box shape because of the pressure fluctuations in the pressure tensor. This will eventually lead 

to a reduction of the box size below two times the non-bonded potential truncation radius. 

This problem can be avoided by a method that allows the box to fluctuate in response to 

differences between required and actual scalar pressure but maintains the shape of the original 

box. In that case, the former equation becomes: 
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 h
•
(t) =

p(t) − preq(t)

τP  µ
1  (26) 

with p being the scalar pressure and 1 the unit tensor. 

 

 The loose-coupling techniques suppress the kinetic energy fluctuations for the 

temperature. This will affect only second-order properties like specific heat, so all first-order 

properties, such as pressure, temperature, structure, and energy, are unaffected.  

 

2.3.2) Potential  

 A very important part in a MD simulation is the calculation of the force acting on 

every particle. We have to consider the contributions of all its neighbours. In gmq, each atom 

interacts with the other atoms in the system through either bonded or non-bonded potentials 

and the total potential energy Upot is given by (Eq. 27):  

 U pot = Ubonded + Unon−bonded∑∑  (27) 

 

2.3.2.1. Bonded potentials 

 In gmq, we use three different contributions to the bonded potential, namely the 

bending, torsional and out-of-plane potentials (Eq. 28): 

 Ubonded = Ubend(θ ) + Utors(τ ) +
τ
∑

θ
∑∑ Uoop(i )

i−sp2

∑  (28) 

whilst the chemical bonds are kept at a fixed distance b0 by a rigid constraint in order to avoid 

the use of shorter time steps during the integration (Eq. 29): 

 rij
2

− b0
2 = 0  (29) 
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where i and j are the atoms forming the chemical bond, r ij is to the bond vector and b0 is the 

equilibrium bond length. 

 

 It is always possible to use e.g. an harmonic spring potential (Eq. 30) to define the 

stretching vibrations of a chemical bond, but this usually require shorter time-steps than 1 fs 

and it can also lead to difficulties in the equipartition of the energy: 

 Ubond( rij ) =
1

2
kb( rij − b0)2  (30) 

where kb is a force constant. The other bonded potentials are described in more details below. 

 

2.3.2.1.1. Bending potential Ubend 

 In order to keep bond angles θ close to their equilibrium values, the following bending 

potential (Figure 13) is employed in gmq (Eqs. 31 and 32): 

 Ubend(θ ) =
1

2
kθ (cosθ − cosθ0 )2  (31) 

 cosθ =
(rij • rkj )

rij rkj
 (32) 

where kθ is a constant with energy units determining the flexibility of the angle and θ0 is the 

equilibrium bond angle. The angle θ is a function of three atoms connected in a row, i.e. i 

bonded to j and j bonded k but i not bonded to k. r ij (= r i-r j) and r jk (= r j-r k) refer to the 

separation vectors between i and j, and between j and k, respectively. The same nomenclature 

will be adopted for all separation vectors used in the paragraphs related to the other potentials. 
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Figure 13. Behaviour of the bending potential (Eq. 31) as function of the bending angle θ. 

 

 Eq. 31 is well-behaved around θ ≈ π, but for θ0 = π, Ubend becomes flattened and close 

to zero. In order to avoid this flattening, an alternate bending potential is offered (Eq. 33): 

 Ubend(θ) = kθ (1− cos(θ −θ0))  (33) 

For θ0 = π, this potential simplifies to (Eq. 34):  

 Ubend(θ) = − kθ (1+ cosθ )  (34) 

  

Figure 14. Some possible bending modes in a molecule. 

 

 The linear triatomic molecules like carbon dioxide have equipartition problems, if we 

consider all their degrees of freedom. Even if their bonds lengths are constrained, the rotation 

around the long molecular axis has a very low moment of inertia and does not couple well 

with the other degrees of freedom (three translations, two rotations and the C-O-C angle 
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bend). This causes problems of non-equipartition of the kinetic energy. In gmq, a vector 

constraint 165 is used to get a linear rigid rod like model for near-linear triatomic 

molecules.(Eq.35):  

 rk − (r j + r ji * d jk / dij ) = 0 (35) 

where djk and dij are the bond lengths between atoms j and k, i and j. 

 

2.3.2.1.2. Torsional potential Utors 

 The potential energy corresponding to the torsional rotations around the j-k bond in a 

(i,j,k,l) quadruplet is calculated using a 6th order polynomial function in the cosine of the 

dihedral angle τ with coefficients Cm (Eq. 36):  

 Utors(τ ) = Cmcosmτ
m=0

6

∑  (36) 

where  cosτ = −
(rij ×r jk )• (r jk ×rkl )

rij ×r jk • r jk ×rkl

 (37) 

 There are two possible cases available in gmq. If atoms separated by more than two 

bonds are considered as non-bonded, then Utors describes only the part of the torsional energy 

in the 1...4 interaction. Otherwise, the coefficients for the equation have to be chosen to 

represent the whole torsional energy, i.e. atoms are considered as non-bonded if they are 

separated by more than three bonds. In gmq, the dihedral angle varies from -180° to +180° 

with τ = 0° being the trans conformation, i.e. all the four atoms are in the same plane but 

atoms i and l are at maximum distance apart from each other (Figure 15). 
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Figure 15. Examples of torsion angle and torsional potential. 

 

2.3.2.1.3. Out-of-plane potential Uoop 

         

Figure 16. Some possible out-of-plane modes in a molecule. 

 
 

 The out-of-plane potential (Figure 17) restricts the motion of an atom i which is 

directly connected to atoms j, k and l to a single plane (Eq. 38): 

 Uoop(i ) =
1

2
koop s2  (38) 

 
where s is the perpendicular distance of atom i to the plane of atoms j, k and l (Eq. 39): 

i 
i 

j j 

k 
k 

l l 
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 s= r ji •
(r jk × r jl )

r jk × r jl
 (39) 

 

Figure 17. Behaviour of the out-of-plane potential as a function of the perpendicular distance 

s between the out-of-plane atom i and the plane of atoms j, k and l. 

 

2.3.2.2. Non-bonded potentials 

 In gmq, atoms separated by more than two chemical bonds are usually considered to 

be interacting via non-bonded interactions (unless 1..4 non-bonded interactions are explicitely 

excluded, see torsional potential). The repulsive parts of the non-bonded potentials exclude 

two atoms from the same region of the space in the MD box, while the attractive interactions 

hold the molecular systems together in a preferred packing structure in the absence of 

containing walls. The non-bonded potential is divided into two components, the Coulombic 

interactions, which come from the partial charges on the atoms, and the Van der Waals 

interactions (Eq. 40): 

 Unon−bonded= Uvdw(r )
(i, j )nb
∑ + Ucoul(r )

(i, j )nb
∑  (40) 
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Both these interactions depend on the distance r between two interacting sites and 

consequently the calculation of all pair potentials at each step is computationally expensive.  

 

2.3.2.2.1. Van der Waals interactions Uvdw 

 There are different forms of Van der Waals potentials available in gmq. The Lennard-

Jones (LJ) 12-6 potential is the most commonly used one (Eq. 41): 

 ULJ ( rij ) = 4ε σ
rij











12

−
σ
rij











6













 (41) 

where ε is the well-depth of the potential and σ is the distance at which the potential is equal 

to zero. The (1/r ij)
12 term describes Pauli repulsion at short ranges due to the overlap between 

the electronic orbitals of the interacting atoms and the (1/r ij)
6
 term describes the attraction 

between interacting atoms at longer distances (Figure 18).  

 

Figure 18. The Lennard-Jones 12-6 potential. 

 

Another well-known potential is the Buckingham exp-6 form (Eq. 42):  
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 UBuck rij( )= A exp −
rij
B













−
C

rij
6

 (42) 

 
where A, B and C are constants. This potential has the unphysical property of diverging to 

negative infinity at zero separation. There is also a short-range form with a completely 

repulsive potential, the Weeks-Chandler-Anderson (WCA) potential, which is available in 

gmq (Eq. 43):  

 
UWCA( rij ) = 4ε σ

rij











12

−
σ
rij











6













+ε for rij ≤ 2
1
6σ

UWCA( rij ) = 0        for rij > 2
1

6σ

 (43) 

 From Figure 18, it is clear that the Van der Waals potential reaches relatively small 

values within short distances and hence the forces between atoms further apart than the cut-

off distance (Rc) are less important. In gmq, long-range correction terms are estimated to 

account for the contributions of the Van der Waals potential to the potential energy and the 

pressure for interactions beyond Rc.
163 

 

2.3.2.2.2. Coulombic interactions Ucoul 

 The Coulombic potential describes the electrostatic interactions between electrically 

charged particles (Eq. 44):  

 Ucoul rij( )=
qiq j

4πε0 rij( ) (44) 

where qi and qj are the partial charges on the interacting atoms and ε0 is the vacuum 

permittivity. In periodic systems, the Coulombic interactions are calculated using the Ewald 

summation method (Eq. 45):166  
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 Ucoul =
qiq j

rij ,nj
∑

i
∑

nz*
∑

ny

∑
nx

∑  (45) 

where nx , ny and nz are the MD box index vectors and the star indicates that the interactions 

between the same atoms (i.e. i=j ) should be omitted. The distance r ij,n is the real distance 

between interacting atoms i and j. This potential diminishes slowly and decays as 1/r. In order 

to converge the potential, the Ewald sum163 divides the equation into two parts, that is a real 

space and a reciprocal space term.161,166 In gmq, we have the option of specifying the real 

space cut-off distance Rc, the Ewald separation parameter α , and the upper bound for the 

number of reciprocal space vectors Kmax. All three parameters must be adjusted to get a good 

convergence.167 

 

2.3.3) Periodic boundary conditions 

 The computational time required per time step increases inexorably with the number 

of atoms in the system. Simulation boxes can still only contain a number of atoms relatively 

small compared to macroscopic samples. This almost inevitably leads to edge effects. This 

problem is ameliorated by the use of periodic boundary conditions (PBC). In PBC, the 

simulation box is replicated in the three dimensions of the space in order to get an infinite 

lattice. If an atom moves from the primary simulation box to its periodic image, it reappears 

on the opposite side of the primary simulation box from the neighbouring periodic box, which 

conserves the number density in all the boxes. The errors produced by the unphysical vacuum 

boundaries are very much reduced by these systematic periodic boundaries. In gmq, the 

minimum-image convention is used, that is each atom interacts with the closest image of all 

other atoms in the system. A schematic representation of the PBC and the minimum image 

convention is presented in Figure 19. 
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Figure 19. A schematic representation of periodic boundary conditions and the minimum 

image convention for a two-dimensional system. 

 

 Over the course of simulation, only the properties of the atoms situated in the primary 

simulation box are recorded. The cut-off distance for the real space part of the Ewald 

summation and the Van der Waals potential should be less than half the length of the box size 

in order to avoid interactions with different images of the same atom. 
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3.1) Force field parameters for polyimides 
 
 Force field parameters define the potential energy of a molecular system as a function 

of its atom types and atomic coordinates. Good-quality geometries can be obtained by 

selecting a suitable force field. In this work, we use the freely-available TRIPOS 5.2168 force-

field for the polyimides since it was optimized with respect to cyclic structures and has 

already proven successful to prepare molecular models of a variety of cyclic polymers.169-182 

Figure 20 shows the different atom-types (identified by a number from 1 to 15) which need to 

be considered in the set of force field parameters for our three polyimide structures. Atoms 

with the same chemical nature can be defined by the same atom-type even though their 

neighbouring atoms are different. For example, all the aromatic carbons in a 6FpDA, 6FmDA 

or DAM diamine structure can be grouped into the same atom type ("type 8"). A minimum 

number of atom types will reduce both the file-storage size during the analysis of molecular 

properties and possible errors in parameterization. The TRIPOS force-field provides 

parameters for all bonded and non-bonded potentials, except for the partial charges which are 

strongly dependent on the atomic position within the structure and have to be calculated 

separately. A letter can be added to the atom-type number to distinguish those atoms which 

have the same chemical nature, but different partial charges. 
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Figure 20. The different atom-types defined for the polyimides under study. For clarity, the 

hydrogen atoms (types 13 to 15) are not displayed. Type 13 refers to any H 

attached to a ring atom, type 14 to a methyl H and type 15 to a chain-end H. 
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Atom type 
number 

Atom name in gmq Symbol in TRIPOS 5.2 

1 C1 C3 

2 CF1 C3 

3 (a to f) Car1 Car 

4 Cket C2 

5 Oket O2 

6 N Nam 

7 F1 F 

8 (a to f) Car2 Car 

9 C2 C3 

10 CF2 C3 

11 F2 F 

12 CCH3 C3 

13 Hall H 

14 HCH3 H 

15 Hterm H 
 
Table 8. Correspondence between the atom-type numbers (Figure 20), the names used in 

gmq and the symbols used in the TRIPOS 5.2 force-field.168 

 

Table 8 gives the symbols used in TRIPOS 5.2 which correspond to the different atom-types 

of Figure 20. However the TRIPOS potential energies are expressed in a different analytical 

form than those in gmq (Table 9). In addition, the units of energies are kcal mol-1 in TRIPOS 

while they are J mol-1 in gmq.  
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Potential TRIPOS 5.2 gmq 

bending (Ubend) 

ki, j ,k *(θ − θ0)2  

kjik ,,  = bending force constant 

θ  = actual bending angle 

0θ  = equilibrium bending angle 

1

2
kθ (cosθ − cosθ0 )2  

(Equation 31) 

torsion (Utors) 

ki, j ,k,l × 1+ s s× cos s Bi, j ,k,l( )( )
 

lkjik ,,,  = torsional force constant 

s = torsional coefficient 
Bi,j,k,l = torsional angle 

Cmcosmτ
m=0

6

∑  

(Equation 36) 

out-of-plane (Uoop) 

k* d2  

k = out-of-plane bending force 
constant 

d = distance from the atom to 
the plane defined by its three 

attached atoms 

1

2
koop s2  

(Equation 38) 

van der Waals (Uvdw) 

kij *
1

α12






−

2

α6












 

kij = van der Waals constant 
α = distance between the two 
atoms divided by the sum of 

their radii 

4ε σ
rij











12

−
σ
rij











6













 

(Equation 41) 

Table 9. Analytical expressions for the different potentials in both TRIPOS 5.2 and gmq. 

 

 Consequently all the parameters given in TRIPOS must be converted into a form 

consistent with the analytical forms in gmq. The following conversions were used (Equation 

46):  
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Bending potential :  

 kθ Jmol−1





=
2ki, j ,k

sin2θ0

× 4184×
180

π






2

 (46a) 

 
Torsional potential :   

 

If s = − 2, C0 = 2ki, j ,k,l × 4184;C2 = − 2ki, j ,k,l × 4184 Jmol−1





If s = − 3, C0 = ki, j ,k,l × 4184;C1 = − 3ki, j ,k,l × 4184;C3 = 4ki, j ,k,l × 4184 Jmol−1





If s = 3, C0 = ki, j ,k,l × 4184;C1 = 3ki, j ,k,l × 4184;C3 = −4ki, j ,k,l × 4184 J mol−1





 

  (46b) 

 

Out-of-plane potential :  

 koop kgs−2





=
2k × 4184

NA







×

1

10−20






 (46c) 

where NA is Avogadro’s number.  

 

Van der Waals potential :  

 

ε
k

K −1





=
kij × 4184

8.31448

σ Å  =
1

21/6
× rvdw∑

 (46d) 

where rvdw∑ is the sum of the van der Waals radii for the two interacting atoms (i and j) and k 

is Boltzmann constant 

 

 Figure 21 shows the comparison of a bending potential between TRIPOS 5.2 and gmq. 

It is clear that the different analytical forms do not really affect the energy, except at very 

distorted angles which are virtually never accessed in an MD calculation. 
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Figure 21. Comparison of the Car-Car-Car bending potential between TRIPOS 5.2 and gmq. 

 

 For the bonded potentials, there are in total 18 types of bonds, 28 types of bending 

angles, 39 types of torsional angles and 11 types of out-of-planes interactions, which have to 

be defined for the polyimides under study. The Van der Waals parameters for interactions 

between similar atom types (i.e. interactions between i---i and j---j) were also directly 

extracted from TRIPOS 5.2. The cross-term values for unlike atoms (i.e. interactions between 

i---j) were calculated using the well-known Lorentz-Berthelot rules, i.e. an arithmetic average 

was used for the distance σ at which the potential is equal to zero (Eq. 47) while a geometric 

average was used for the ε well-depth (Eq. 48):183 The details of all parameters are given in 

the Annexes. 

 

 σ i, j( ) =
σ i,i( )+ σ j, j( )

2
 (47) 

 

 ε(i, j) = ε(i,i) × ε(j, j)( ) (48) 
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 The partial charges on the atoms were calculated with an ab initio approach using 

representative structures for all three polyimides. Three or five basic moieties were used to 

extract the charges with Gaussian 03184 at the B3LYP/6-31G** level (Figure 22). The 

electrostatic-potential fitted charges185 on the central fragments, qi/e, were kept for the 

calculation of the Coulombic potential (Equation 44). Table 10 gives the calculated partial 

charges. They are similar in both two structural isomers (6FDA-6FpDA and 6FDA-6FmDA), 

while for 6FDA-DAM, the different DAM diamine structure also affects the partial charges 

on the dianhydride 6FDA fragment. 

6FDA

6FDA

6FDADAM DAM

6FpDA 6FDA

6FDA

6FDA

DAM

6FmDA

6FDA

6FDA

6FDADAM DAM

6FpDA 6FDA

6FDA

6FDA

DAM

6FmDA

 

Figure 22. Representative fragments for calculating the partial charges. 
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Atom Type 
Element 
Symbol 

6FDA–6FpDA 6FDA– 6FmDA 6FDA- DAM 

1 C(C1) -0.567 -0.559 -0.610 
2 C(CF1) 0.441 0.429 0.427 
3a C(Car1) 0.279 0.268 0.293 
3b C(Car1) -0.142 -0.141 -0.179 
3c C(Car1) -0.091 -0.102 -0.029 
3d C(Car1) -0.116 -0.091 -0.167 
3e C(Car1) -0.073 -0.099 -0.127 
3f C(Car1) -0.155 -0.125 -0.084 
4 C(Cket) 0.583 0.553 0.463 
5 O(Oket) -0.447 -0.436 -0.427 
6 N(N) -0.410 -0.349 0.095 
7 F(F1) -0.116 -0.115 -0.111 
8a C(Car2) 0.092 0.263 -0.440 
8b C(Car2) -0.049 -0.272 0.406 
8c C(Car2) -0.321 -0.058 -0.457 
8d C(Car2) 0.378 -0.272 0.406 
8e C(Car2) -0.321 0.331 -0.440 
8f C(Car2) -0.049 -0.315 0.419 
9 C(C2) -0.405 -0.431 NA 
10 C(CF2) 0.427 0.438 NA 
11 F(F2) -0.123 -0.125 NA 
12a C(CCH3) NA NA -0.389 
12b C(CCH3) NA NA -0.383 

H on 3b H 0.137 0.138 0.138 
H on 3c H 0.139 0.141 0.128 
H on 3f H 0.135 0.126 0.122 
H on 8b H 0.129 0.173 NA 
H on 8c H 0.189 0.127 0.172 
H on 8e H 0.186 0.173 NA 
H on 8f H 0.129 0.177 NA 

H on 12a H NA NA 0.111 
H on 12b H NA NA 0.109 

Table 10. Partial charges, qi/e, on the different atoms for the polyimides under study. 
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3.2) Preparation of polymer molecular models 

 

3.2.1) Hybrid Pivot Monte Carlo - Molecular Dynamics (PMC-MD) technique 
 

 Relaxed structures of amorphous polymers should be decorrelated from their initial 

positions. However, the current timescales of MD simulations (10-9 to 10-8 s) are not long 

enough compared with the relaxation times (~1 s) of high molecular-weight polymers.186 

There are a variety of approaches, such as modified rotational isomeric state (RIS),187 

reptation,188 reverse,189 end-bridging and other connectivity-altering Monte Carlo moves,190,191 

soft-core potentials192, Gaussian lattice algorithms193 and reverse mapping from coarse-

grained polymer chains,194-211 used to alleviate this problem in molecular simulations. 

 

 gmq offers a unique highly-efficient and fully-atomistic technique based on a hybrid 

Pivot Monte Carlo – Molecular Dynamics (PMC-MD) single-chain sampling method. This 

method has already been validated for different amorphous polymers.169-177,212-214 It is based 

on Flory's hypothesis,215 i.e. that the long-range interactions are completely screened in pure 

melts of homopolymers and that the configurations can be described by considering only a 

certain number of specific near-neighbour intramolecular interactions. This amounts to 

treating specific chains as isolated molecules.  

 

 Initially, an arbitrary configuration of the polymer chain is created with the 

equilibrium bond lengths and angles. A standard MD algorithm is used to explore the various 

oscillatory modes of the polymer chains, while pivot Monte Carlo moves216 are attempted at 

fixed intervals between MD steps in order to sample more efficiently the polymer phase-

space. The method is thus referred to as "hybrid PMC-MD". These PMC moves combined 

with MD steps help the polymer chain to decorrelate at a much faster rate. In order to increase 
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the number of energetically favourable configurations during PMC moves, a “smart table” is 

built for each type of pivotable torsion.217,218  

 

 When a new pivotable torsion angle is chosen, a PMC move is attempted. The 

potential energy difference between the pivoted and unpivoted chain (∆Φ = Φpivoted -Φunpivoted) 

is calculated. ∆Φ is then submitted to a standard Metropolis acceptance criteria,219 where a 

random number Rn is chosen in the range 0 ≤ Rn<1. The new pivoted configuration is 

accepted if exp(-∆Φ/kBT) > Rn. If this is not the case, the PMC move is refused and the 

original unpivoted chain is used again for additional MD steps and new PMC moves. If the 

pivoted configuration is accepted, then new randomized velocities are selected from a 

Boltzmann distribution corresponding to the required temperature. Although decorrelation of 

the chain with respect to its starting structure is usually obtained within a few hundred 

thousand PMC moves, the PMC-MD sampling procedure can be carried out for millions of 

steps in order to acquire good statistics. The degree of chain decorrelation can be assessed 

from the normalized autocorrelation functions CR(t) and CRV(t), which are calculated 

respectively for the square end-to-end distances Ri
2(t) (Eq. 49) and the end-to-end vectors 

Ri (t) (Eq. 50): 

 CR(t) =
Ri

2(0)Ri
2(t) − Ri

2 2

Ri
4 − Ri

2 2
 (49) 

 CRV(t) =
Ri (0)Ri (t) − Ri

2

Ri
2 − Ri

2
 (50) 

 

 Since the hybrid PMC-MD simulations are carried out within the framework of 

Flory’s local energy approximations (i.e. all the intermolecular interactions are switched off 
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and only the local interactions along the chain with a fixed number of backbone bonds are 

considered), the definition of a local energy parameter (n-local) has to be validated prior to 

longer-chain hybrid PMC-MD simulations. n-local represents the maximum number of bonds 

allowed between two non-pendant atoms which can interact through the non-bonded 

potentials (see Figure 23). The only drawback of the technique is the fact that the value of n-

local value is not universal (Table 11), even if n-local = 4 was found in most cases where the 

hybrid PMC-MD method has already been validated.178,220,221, 178,220,221, 171, 169, 222 The value of 

n-local depends primarily on the chemical structure of the macromolecule under study, more 

complicated structures such as cellulose having a tendency towards larger n-local values.  

 

Polymer Optimal n-local References 

n-alkanes and PE 4 178,220,221 
PEO 4 178,220,221 
PVC 5 174 

BCDA-ODA 4 171 
ODPA-PDB 4 171 

PEEK 4 171 
PBMA 4 223 

Cellulose 7 224 
PTFE 5 225 
SBR 6 225 

Kapton 4 169 
PES 4 222 

PPSU 4 222 
PSU 4 222 

Table 11. The optimal local energy parameter n-local validated for different polymers. 
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Figure 23. A schematic representation of the local energy approximation using n-local = 4.225  

 

 The n-local value can be validated by comparing the conformational and 

configurational properties of hybrid PMC-MD single-chains with those in bulk melts of short-

homologue chains which are fully relaxed using MD. Indeed, short chains combined with 

high temperatures are the only cases where bulk melts can actually be decorrelated by using 

MD on its own. If the comparison is favourable, PMC-MD can then be used to generate 

longer chains, which cannot be relaxed using MD on its own with currently-available 

computational resources  

 

 For this purpose, various size of single-chain systems were prepared [four monomers 

(266 atoms for 6FDA-6FpDA and 6FDA-6FmDA, 226 atoms for 6FDA-DAM), five 

monomers (332 atoms for 6FDA-6FpDA and 6FDA-6FmDA, 282 atoms for 6FDA-DAM) 

and six monomers (398 atoms for 6FDA-6FpDA and 6FDA-6FmDA, 338 atoms for 6FDA-

DAM]. They were then subjected to a series of PMC moves in between 100 MD steps at 1000 

K. All the systems decorrelated within a time span of 200 ps, since PMC moves are very 

efficient in helping the single-chain systems to explore the whole possible torsional phase-

space. 

n-local = 4 

No interactions 
with subject atom 

Subject atom Local atoms within 4 
backbone bonds 
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 At the same time, separate bulk melts consisting of 20 four-monomer chains, 15 five-

monomer chains and 12 six-monomers chains were also generated using hybrid PMC-MD 

sampling. The excluded-volume was introduced in a progressive way and the dense bulk 

melts were then decorrelated with MD on its own at 1000 K under NpT conditions. These 

bulk melts took much longer times to decorrelate from their initial positions, i.e. from 2000 ps 

up to 25000 ps depending on the chemical structure and the chain-length. Figure 24 shows 

some autocorrelation functions for the square end-to-end distance CR(t) (Eq. 49) and for the 

end-to-end vector CRV(t) (Eq. 50) as a function of time for the 20-chain four-monomer melts. 

The latter takes a lot longer to decorrelate than the former. 

 

Figure 24. Normalized relaxation functions for the square end-to-end distances (closed 

symbols) and the end-to-end vectors (open symbols) at 1000 K in MD simulations 

of short 4-monomer homologue chains. 

 
 Once decorrelated, the torsional angle distributions, radii of gyration and end-to-end 

distances of bulk melts can be compared directly with the single-chain systems decorrelated 

using the hybrid PMC-MD technique. Figure 25 shows some distributions of different 

torsional angles in the 6FDA-6FpDA polyimide, which have been obtained both from the 

bulk melt and the single-chain sampled four-monomers with a n-local value of 4. A similar 
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level of agreement was found for the other two polyimides and for all the investigated chain 

lengths (four, five and six-monomers). 

 

Figure 25. Probability densities of  torsion angles in single-chain (sampled by PMC-MD) and 

bulk melts (sampled with MD) in 6FDA-6FpDA at 1000 K. 

 

 Figure 26 further confirms that the mean-square end-to-end distances <R2>  and the 

mean-square radii of gyration <S2> are also in good agreement between bulk-melt and single-

chain systems of similar sizes using a n-local value of 4. All polymers under study exhibit 

comparable results. 
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Figure 26. Probability densities for (a) the mean-square end-to-end distances <R2> and (b) 

the mean-square radii of gyration <S2> for the 4-monomer system in 6FDA-

6FmDA and the 6-monomer system in 6FDA-DAM respectively at 1000K using 

n-local = 4. 

 

 The average percentage of dihedral angles in a trans state (i.e. between -60° < τ < 60°) 

as well as the average mean-square radii of gyration and end-to-end distances are all in very 

good agreement (over ~95%) between the systems relaxed by the hybrid PMC-MD method 
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and those by pure MD (Figure 27). This shows that the hybrid PMC-MD technique is able, 

with a n-local value of 4, to decorrelate the polymer chains.  

 

Figure 27. A schematic wire-frame representation of a bulk melt (20 chains of four-

monomers) and the corresponding single-chain (four-monomers) simulation boxes 

for 6FDA-6FpDA. Single-chains were decorrelated by the hybrid PMC-MD 

technique and bulk melts of small homologues by pure MD simulations. 

 

3.2.2. Polymer chain-lengths 
 

 Following the careful validation of the n-local parameter, it is important to decide on 

the length of the polymer chains which have to be used in the subsequent simulations in order 

to avoid end-effects. Many chain lengths for all three polyimides under study were prepared 

(from nmonomers = 3 to 100 monomers) and decorrelated using the hybrid PMC-MD technique. 

The plots of <R2>/nmonomers as a function of the number of monomers nmonomers show that there 

is no chain-length effect after 25 monomers (Figure 28).  
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Figure 28. Mean-square end-to-end distances <R2> divided by the number of monomers as a 

function of number of monomers nmonomers obtained following decorrelation by 

hybrid PMC-MD. 

 

 Consequently, chain-lengths of 50 monomers were used in the preparation of long-

chain polymer molecular models. All the required hybrid PMC-MD runs were carried out at 

temperatures above the glass-transition temperatures (in the melt state), i.e. at 700 K for 

6FDA-6FpDA and 6FDA-DAM and at 600 K for 6FDA-6FmDA.  

 

3.2.3. Introduction of the excluded volume and MD production run 
 

 The polymer chains decorrelated by hybrid PMC-MD were placed in a cubic 

simulation box. In order to avoid any distortions following the introduction of the complete 

potential, the size of the MD simulation box was chosen such that it was close to the volume 

corresponding to the experimental density of the polymer (see Section 2.2). The excluded-

volume potential was introduced in a systematic stepwise procedure by scaling the potential 

from 0 to 1. The heat produced during this process was removed at each time-step by 
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rescaling the velocities of the atoms. Unphysical spearings and polymer-chain interlockings 

are likely to occur during the progressive introduction of the excluded-volume. To avoid these 

artifacts, a phantom atom was placed at the center-of-mass of each five and six-membered 

ring in the polymer chain. These phantom atoms were removed immediately after the 

complete introduction of the excluded-volume potential.  

 

 For each fluorinated polyimide, a series of five three-chain systems (9906 atoms for 

6FDA-6FpDA, 6FDA-6FmDA and 8406 atoms for 6FDA-DAM) along with five six-chain 

systems (19812 atoms for 6FDA-6FpDA, 6FDA-6FmDA and 16812 atoms for 6FDA-DAM) 

were prepared using PMC-MD (with n-local = 4) and then the excluded-volume potential was 

introduced. The total number of independent pure-polymer samples thus amounted to thirty. 

 

 Following the introduction of the excluded-volume, the complete potential was 

switched on and the Ewald summation166 parameters were adjusted to get a satisfactory 

convergence. Table 12 shows the Rc (real space cut-off distance), the α  (Ewald separation 

parameter) and Kmax (upper bound for the number of reciprocal space vectors), which were 

used here in the calculations of the electrostatic interactions. The Van der Waals truncation 

radii were set to the same value than Rc and long-range corrections were included to the 

energy and pressure beyond the truncation radii. 

 

Three chain systems Six chain systems 
Polymer α  [Å -1] Kmax Rc [Å]  α  [Å -1] Kmax Rc [Å]  

6FDA-6FpDA 0.27 13 9 0.29 17 9.5 
6FDA-6FmDA 0.28 13 9 0.26 15 9.5 
6FDA-DAM 0.28 14 9.5 0.27 15 9.5 

Table 12. The Ewald summation parameters used for the different pure-polymer simulation 

boxes. 
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 All the systems with the complete potential were further relaxed under NVT conditions 

for 500 ps at the same temperatures than those used for the PMC-MD decorrelations. 

 

 The introduction of the complete potential into an initially single-chain-based 

simulation box may lead to some moderate changes in the intrachain distances at intermediate 

length scales.178,221,226 To check the importance of this effect, the mean square distances 

between two monomers separated by n others along the polymer chain (<R2(n)> ) were 

calculated, first directly following the decorrelation with hybrid PMC-MD and then right after 

the introduction and relaxation of the full potential. This value is sometimes referred to as the 

internal distance,227 which is simply the mean square end-to-end distance when n is equal to 

the length of the polymer chain. Figure 29 shows the plot of <R2(n)>/nl2 as a function of 

number of n. The value of l has been defined as the average distance between the central 

carbons in the 6FDA fragments determined from the last configuration of the PMC-MD run 

(i.e. the "length" of a monomer). The values used for l were: 18.68 Å for 6FDA-6FpDA, 

18.64 for Å 6FDA-6FmDA and 15.21 Å for 6FDA-DAM. 

 

 The differences in internal distances before and after the introduction of the full 

potential remain within 0.5%. This confirms that there are no real effects because of the 

introduction of the complete potential, which can be attributed to the highly rigid nature of the 

polyimides. 
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Figure 29. The average internal distances between monomers separated by n others along the 

chain divided by nl2 as a function of n and averaged over five three-chain 

systems. The open 'before' symbols refer to the last configuration of PMC-MD, 

while the lines show the same chains following the introduction of the full 

potential by MD at the same temperature.  

 

 After the preparation of the polymers in the melt, the simulation boxes were allowed 

to cool down to room temperature (298 K) at a rate of -1 K/ps under NVT conditions. At room 

temperature, systems were then relaxed for a short time (20 ps) under NVT conditions 

followed by NPT simulations for 3000 ps. This allowed the boxes to relax towards their 

natural density and shape. The pressure tensor was set to 1 bar for on-diagonal and 0 for off-

diagonal components. The loose-coupling constants for the temperature and the pressure were 

set to 5 and 0.1 ps respectively. In the 3000 ps simulations under NPT conditions, the final 

2000 ps were considered as the production run.  
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3.3. Validation of the polyimide bulk models  
 

 The atomistic models of the pure polymers were validated with respect to their 

experimental densities. Other bulk properties such as the Hildebrand solubility parameters and 

intermolecular potential energies were estimated. The values of fractional free volume and d-

spacings were calculated and compared with the available data in the literature. Void-space 

and structural analyses were also carried out. The preparation and validation of bulk models 

of these amorphous polymers can be found in the affixed publication in Journal of Polymer 

Science: Part B: Polymer Physics. 
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ABSTRACT: Molecular models of three fluorinated polyimides based on the 4,40-(hexa-
fluoroisopropylidene)diphthalic dianhydride (6FDA) have been studied using molecu-
lar dynamics (MD) simulations. The respective diamines were 4,40-hexafluoroisopro-
pylidene dianiline (6FpDA), 3,30-hexafluoroisopropylidene dianiline (6FmDA), and
2,4,6-trimethyl-1,3phenylenediamine (DAM). Thirty independent samples were pre-
pared using a hybrid pivot Monte Carlo-MD generation technique and average den-
sities were found to be in very good agreement with experiment. Model structures
also agreed with available wide-angle X-ray scattering data. Cohesive energies, Hil-
debrand solubility parameters, fractional free volumes (FFV), void space distribu-
tions and intermolecular as well as intramolecular interactions were analyzed. The
differences in bulk properties between both 6FDA-6FpDA and 6FDA-6FmDA isomers
remain fairly small, although the configurations of the former are more extended.
6FDA-DAM has a lower density, larger intermolecular distances, and higher free vol-
ume than the other two polyimides. Results are discussed with respect to their use
as matrices for gas separation. VVC 2009 Wiley Periodicals, Inc. J Polym Sci Part B: Polym

Phys 47: 1166–1180, 2009

Keywords: fluoropolymers; microstructure; molecular dynamics; molecular
modeling; polyimides

INTRODUCTION

Fluorinated polyimides are highly strong as well
as thermally and chemically-resistant polymers,
with a large number of industrial applications.1–5

They can be prepared either by melt or by solu-
tion polymerization from fluorinated fragments
derived from diamines and dianhydrides.6 The ba-

sic polyimide monomer is usually referred to as
the -(dianhydride-diamine)- fragment. Melt poly-
merization has the advantage of shortening the
synthesis path, but it is restricted to a narrow
range of fusible diamines and dianhydrides. On
the other hand, solution polymerization requires
the use of solvents such as dipolar aprotic amides,
but it can be applied to the whole range of
polyimides.6,7 In general, the low polarity of
fluorine gives a low refractive index, a low dielec-
tric constant, while free volume is increased.6

Many fluorinated polyimides are based on the
4,40-(hexafluoroisopropylidene)diphthalic dianhy-
dride (6FDA) [refer Figs. 1 and 2(a)], which in
addition to the aforementioned characteristics,
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also leads to high glass-transition temperatures
and high radiation resistances.1–4

The industrial applications of 6FDA-based
polyimides are numerous and range from elec-
tronics,8 electrical9 and optical engineering,10,11

radiation resistance,12 and aviation13 to filtration
membranes.3,4 For example, these polyimides are
used in microelectronics to prepare the intermetal
dielectric and passivation layers.9 When they are
used as an insulating material, the speed of the sig-
nal transmission in the electrical circuit increases.6

They play a crucial role in the simultaneous count-
ing of different radiations in dosimetry measure-
ments,12 as well as in preparing the optical wave-
guides in optical engineering.10 Their gas separa-
tion properties are also well known.3–5,14–27 Indeed,
the fluorine linkages are thought to disrupt effec-
tive packing and increase free volume in the poly-
mer matrices, which tends to enhance the perme-
ability of gas molecules. Their increased permeabil-
ity without much decrease in gas selectivity leads
to high permselectivity as well, which makes these
polyimides good membrane materials for such
applications. Furthermore, they show acceptable
plasticization resistance.15,16,28

Experimental characterizations for these mac-
romolecules include density and solubility mea-
surements as well as thermal, mechanical, and
permeation analyses.6,29 Polyimides can also be
studied using UV-visible spectrophotometry,30

wide-angle X-ray diffraction,31 or positron annihi-
lation.32 Much effort has been devoted to under-
stand molecular ordering and its influence on var-
ious properties.33 This will potentially lead to new

applications. Within this context, it is interesting
to consider molecular dynamics (MD) simulations,
which are able to provide a dynamic model of the
polyimides at the atomic level. This information
can be used to interpret the properties and the ex-
perimental behavior of the modeled polyimide
structures.

MD simulations of several amorphous poly-
imides have already been reported in the litera-
ture.34–48 In the present study, we have consid-
ered three 6FDA-based homopolyimides, namely
6FDA-6FpDA, 6FDA-6FmDA, and 6FDA-DAM.
The actual names for the various polyimides are
poly((4,40-[2,2,2-trifluoro-1-(trifluoromethyl)ethane-

Figure 1. Chemical structures of the 6FDA-6FpDA,
6FDA-6FmDA, and 6FDA-DAM polyimides.

Figure 2. Partial charges qi/e for the various basic
fragments, i.e., 6FDA, 6FpDA, 6FmDA, and DAM.
Since the charges on the 6FDA fragment depend on
the adjacent diamine, they are given in Table 1.
Charges placed at the start of an arrow are carried
either by hydrogens or by fluorines for the 6FpDA,
6FmDA, and DAM structures. The arrows point
towards the charges of the carbons carrying these
hydrogens or fluorines.
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1,1-diyl]dianiline}-alt-{5,50-[2,2,2-trifluoro-1-(trifluor-
omethyl)ethane-1,1-diyl]bis(isobenzofuran-1,3-
dione)}) (6FDA-6FpDA), poly((3,30-[2,2,2-triflu-
oro-1-(trifluoromethyl)ethane-1,1-diyl]dianiline}-
alt-{5,50-[2,2,2-trifluoro-1-(trifluoromethyl)ethane-
1,1-diyl]bis(isobenzofuran-1,3-dione)}) (6FDA-
6FmDA), and poly((2,4,6-trimethyl-m-phenylene-
diamine)-alt-{5,50-[2,2,2-trifluoro-1-(trifluoromethyl)
ethane-1,1-diyl]bis(isobenzofuran-1,3-dione)}) (6FDA-
DAM) and their chemical structures are shown in
Figures 1 and 2. Note that 6FpDA is also some-
times referred to as BAAF,23,31,32,38,49 6FAP,50,51

4APF52 or BAHF,53 that DAM can be called
TrMPD,54–57 3MPDA,19 and that 6FmDA corre-
sponds to 3APF.52 In the present work, realistic at-
omistic models of long 6FDA-based polyimides have
been prepared using well-established simulation
techniques.58 Their bulk densities, energies, void-
spaces as well as their conformational and configu-
rational properties are compared to available exper-
imental data. Since all these polyimides have been
synthesized and characterized, consistent experi-
mental evidence1–3,17,19,20,23,27,47,49,54–57,59–62 is
available in the literature to be confronted to the
MD simulations. Computational details are given in
Section 2 and the long-chain models are analyzed in
Section 3.

COMPUTATIONAL DETAILS

Force-Field

Molecular dynamics (MD) simulations were car-
ried out using the scalar and parallel forms of the
gmq63,64 program. The force-field parameters for
polyimides were taken from the freely-available

TRIPOS 5.2 force field.65 The reliability of the
gmq program and the applicability of the force-
field to polyimides have already been documented
in the literature,35–37,66–71 and only a brief review
is presented here. We point out in passing that
TRIPOS has also been used to model other types
of polymers.72–75 The functional form of the poten-
tial is divided into two categories, where the bend-
ing, torsional, and out-of-plane potentials are col-
lectively called the ‘‘bonded’’ potentials. The van
der Waals and electrostatic potential are referred
to as the ‘‘nonbonded’’ potentials. The van der
Waals interactions are represented by the Len-
nard-Jones (L-J) 12-6 form and electrostatic inter-
actions are calculated using the Ewald76 summa-
tion method. All atoms separated by more than
two bonds interact through the nonbonded poten-
tials. Rigid constraints are used for high fre-
quency stretching modes,77 and the timestep is
set to 10�15 s. The partial charges qi/e on the
atoms were calculated on representative three- or
five-fragment structures of the polyimides under
study by using Gaussian 0378 at the B3LYP/6-
31G** level. Charges in the central moieties of
the model fragments were extracted by an elec-
trostatic-potential fitting procedure.79 All qi/e
charges considered in this work are given in Fig-
ure 1 and Table 1. Lorentz-Berthelot combination
rules80 were used for all the cross-term parame-
ters of the van der Waals potential.

Generation of the Starting Structures

The hybrid pivot Monte Carlo-molecular dynam-
ics (PMC-MD) single-chain sampling procedure

Table 1. Partial Charges, qi/e, on the 6FDA Fragment as a Function of the Adjacent Diamine

Atom Type Element Symbol 6FDA with 6FpDA 6FDA with 6FmDA 6FDA with DAM

1 C(C1) �0.567 �0.559 �0.610
2 C(CF1) 0.441 0.429 0.427
3a C(Car1) 0.279 0.268 0.293
3b C(Car1) �0.142 �0.141 �0.179
3c C(Car1) �0.091 �0.102 �0.029
3d C(Car1) �0.116 �0.091 �0.167
3e C(Car1) �0.073 �0.099 �0.127
3f C(Car1) �0.155 �0.125 �0.084
4 C(Cket) 0.583 0.553 0.463
5 O(Oket) �0.447 �0.436 �0.427
6 N �0.410 �0.349 0.095
7 F(F1) �0.116 �0.115 �0.111
H on 3b H 0.137 0.138 0.138
H on 3c H 0.139 0.141 0.128
H on 3f H 0.135 0.126 0.122
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was used to generate the initial configurations of
polyimides.35–37,66–71 In this method, a Monte
Carlo pivot move of a randomly-selected rotatable
torsion is attempted after a fixed number of
standard MD steps. The change in energy is
based on Flory’s hypothesis of a ‘‘local energy
approximation,’’ i.e., conformations of polymer
chains in the melt are governed by intramolecular
interactions of a fixed number of near-neighbor
atoms.81 Only highly localized interactions, that
is not more than those between atoms separated
by a fixed number of backbone bonds (nbonds), are
considered for the local energy approximation.
This method has been validated for a variety of
polymers,35–37,66–71 and in most cases, nbonds has
been found to be equal to 4. However, there were
enough exceptions to prove that the nbonds value
is not universal,70,82 and it should therefore be
validated for all three new polyimide structures
under study. The validation implies comparing
the results obtained using PMC-MD single chain
sampling under Flory’s local energy approxima-
tion with those of a bulk melt decorrelated using
MD on its own. It is clear that it can only be car-
ried out for short homologues and, with such rigid
chains as polyimides, at a fairly high temperature
in order for the bulk melts to be totally decorre-
lated, i.e., independent of their starting
structures, under the timescale available to MD
simulations.

For each fluorinated polyimide, single chains of
four monomers (266 atoms for 6FDA-6FpDA and
6FDA-6FmDA, 226 atoms for 6FDA-DAM), five
monomers (332 atoms for 6FDA-6FpDA and
6FDA-6FmDA, 282 atoms for 6FDA-DAM), and
six monomers (398 atoms for 6FDA-6FpDA and
6FDA-6FmDA, 338 atoms for 6FDA-DAM) were
decorrelated and sampled using the hybrid PMC-
MD technique with a variety of nbonds values at
1000 K. Separate bulk melts (20 chains for the
four-monomers, 15 chains for the five-monomers,
and 12 chains for the six-monomers) were created
with each chain being generated by PMC-MD and
the excluded volume being introduced. The dense
melts were decorrelated using MD on its own at
1000 K under NpT (constant number of atoms N,
isotropic pressure p and temperature T) condi-
tions. The respective number of atoms in the
bulk-melt boxes were 5320 (four-monomers), 4980
(five-monomers), 4776 (six-monomers) for the
6FDA-6FpDA and 6FDA-6FmDA systems, and
4920 (four-monomers), 4605 (five-monomers) and
4416 (six-monomers) for the 6FDA-DAM bulks.
Decorrelation was assessed using the normalized

autocorrelation functions for the square end-to-
end distances and end-to-end vector.58 The latter
took typically 8000 ps to decorrelate in the shorter
four-monomer systems and as much as 25000 ps
for the longer six-monomer systems. On the other
hand, the PMC-MD-sampled chains were decorre-
lated in less than 200 ps. Following decorrelation
of both single-chain-sampled and bulk melts
chains, their structural characteristics for each
set of the same structure and size were compared.
As found before, they look very similar for an
nbonds value of 4. The average percentages of the
pivot CACACAC s angle in the middle of the
6FDA fragment which were calculated as being
trans (i.e., defined as �60� \ s \ 60�), h%transi,
as well as the mean-square end-to-end distances
hR2i and the mean-square radii of gyration hS2i
are given in Table 2 for both PMC-MD single-
chain-sampled and the corresponding MD bulk
chains.

The underlying distributions show a similar
level of agreement. For example, the distribution
of hS2i for the four-monomer and for the six-mono-
mer 6FDA-6FpDA is presented in Figure 3. It is
clear that configurations created and sampled by
PMC-MD are fully consistent with those of the
decorrelated pure MD bulk melt, even if statistics
are poorer in the latter case. There are similar
levels of agreements in all 6FDA-6FmDA and
6FDA-DAM systems.

Using various chain lengths in the PMC-
MD single-chain sampling procedure showed that
a plateau is reached for hR2i/nmonomers after �25
monomers. A size of 50 monomers was conse-
quently used in all our studies. For each polyi-
mide simulation, the required number of uncorre-
lated chains, generated using PMC-MD at a tem-
perature just above the glass transition Tg, were
placed in a periodic cubic box of a size correspond-
ing to the experimental density. The reason for
using an initial simulation box that gives a den-
sity close to that expected from the experimental
measurements warrants further explanation as it
can be misinterpreted as being an attempt to
guarantee good agreement between experimental
and simulated densities. In fact, the reason is
quite straightforward. The amorphous chain con-
formations are generated at a temperature con-
sistent with the known glass transition tempera-
ture of the polymers. As the time scale for MD
simulations is relatively short in comparison to
the natural relaxation times for polymers, it is
essential that there are no large scale changes in
volume following the introduction of the chains
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and the switching on of the full interactions.
Large volume variations will lead to distortion of
the carefully prepared polymer conformations
which will not have time to relax subsequently. It
is thus necessary that the initial volume be as
close as possible to the final one. Once the simula-
tion is switched to constant pressure conditions at
the required temperature, the volume is free to
relax. Should the interaction parameters be
poorly adapted to the system being simulated
then the density can change significantly and, in
our experience, differ by 10% or more from the ex-
perimental one.

Here, the generation temperature was 700 K
for 6FDA-6FpDA and 6FDA-DAM, since experi-
mental measurements of Tg are in the range 575–
605 K for 6FDA-6FpDA1,5,17,20,47,49,50,57,59–61,83–85

and 640–670 K for 6FDA-DAM.1,19,27,55,57,84,86

The generation temperature was set to 600 K for
6FDA-6FmDA as it has a lower Tg of �530
K.15,47,83,87 For each fluorinated polyimide under
study, a series of five three-chain systems (9906
atoms for 6FDA-6FpDA, 6FDA-6FmDA and 8406
atoms for 6FDA-DAM) was built as well as five
larger six-chain systems (19812 atoms for 6FDA-
6FpDA and 6FDA-6FmDA and 16812 atoms for

6FDA-DAM). The total number of independent
samples generated thus amounted to thirty.

Following the single chain sampling procedure,
the excluded volume was introduced gradually58

by scaling the potential from 0 to 1. To remove the
heat generated during this process, the velocities

Figure 3. The probability densities for the square
radii of gyration S2 in 4-monomer and 6-monomer
6FDA-6FpDA chains at 1000 K using nbonds ¼ 4.
Results obtained from single chain sampling are com-
pared to those found in the bulk melt.

Table 2. Comparison of h%transi for the 6FDA Pivot Angle, hR2i and hS2i Between PMC-MD Sampled Single
Chains with nbonds ¼ 4 (‘‘Single Chain’’), and the Corresponding Bulk Melt Chains Decorrelated
Using MD on Its Own (‘‘Bulk Melt’’) at 1000 K

Chemical
Structure

Number of
Monomers Sampling h%transi hR2i (Å2) hS2i (Å2)

6FDA-6FpDA 4 Single chain 28.09 � 0.03 1600 � 50 240 � 5
Bulk melt 27.89 � 0.02 1780 � 250 260 � 20

5 Single chain 28.03 � 0.03 2060 � 80 320 � 10
Bulk melt 27.92 � 0.01 1840 � 330 300 � 25

6 Single chain 28.04 � 0.03 2610 � 130 400 � 15
Bulk melt 27.88 � 0.01 2520 � 490 370 � 40

6FDA-6FmDA 4 Single chain 28.11 � 0.04 1170 � 60 190 � 10
Bulk melt 27.93 � 0.04 1130 � 180 180 � 15

5 Single chain 28.04 � 0.04 1520 � 100 245 � 10
Bulk melt 27.91 � 0.03 1225 � 220 260 � 20

6 Single chain 28.01 � 0.03 1950 � 100 315 � 10
Bulk melt 27.92 � 0.03 1940 � 440 315 � 40

6FDA-DAM 4 Single chain 28.20 � 0.04 1150 � 60 170 � 5
Bulk melt 27.87 � 0.02 1050 � 150 160 � 10

5 Single chain 28.08 � 0.04 1530 � 70 230 � 10
Bulk melt 27.83 � 0.02 1300 � 240 210 � 20

6 Single chain 28.07 � 0.03 1770 � 70 270 � 10
Bulk melt 27.85 � 0.02 1640 � 320 250 � 30

Analyses have been carried on a total of 4000 ps following decorrelation for both single-chain sampled and bulk melt chains.
The averages are given with their standard errors.
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of the atoms were rescaled at each timestep. A
phantom atom was placed at the center of mass of
each five-atom and six-atom ring to avoid unphys-
ical spearing and interlocking during this pro-
gressive introduction. Once the excluded volume
had been introduced, the phantom atoms were
removed and the electrostatic interactions were
switched on. The Ewald summation76,88 method
was used to calculate the electrostatic interac-
tions. For the three-chain systems, satisfactory
convergence was obtained using the following pa-
rameters: a ¼ 0.27 Å�1 (6FpDA), 0.28 Å�1

(6FmDA and DAM); Kmax ¼ 13 (6FpDA and
6FmDA) and 14 (DAM); the real space truncation
radius Rc ¼ 9 Å (6FpDA and 6FmDA) and 9.5 Å
(DAM). For the six-chain systems, the parameters
used were: a ¼ 0.29 Å�1 (6FpDA), 0.26 Å�1

(6FmDA), 0.27 Å�1 (DAM); Kmax ¼ 17 (6FpDA),
15 (6FmDA and DAM); Rc ¼ 9.5 Å (6FpDA,
6FmDA, and DAM). The van der Waals trunca-
tion radius was set to the same value than Rc and
standard long-range corrections to the energy and
the pressure were also made for interactions
beyond the truncation radius. Systems were
relaxed under constant-volume NVT conditions for
500 ps. The simulation boxes were then cooled
down to room temperature (298 K) at a rate of

�1 K/ps. Following a short NVT relaxation at
room temperature, the systems were switched to
NPT conditions, i.e., constant number of atoms,
and controlled pressure and temperature. The
required pressure tensor was set to 1 bar for on-
diagonal and to 0 for off-diagonal components. The
pressure89 and temperature90 of the systems were
controlled by loose coupling using coupling con-
stants of 5 ps and 0.1 ps, respectively. Under NPT
conditions, each simulation was continued for up
to 3000 ps, in which the final 2000 ps were consid-
ered as its production run. A schematic represen-
tation of a simulation box is shown in Figure 4.

It should be noted that the introduction of the
full potential into an initially noninteracting en-
semble of highly flexible chains such as al-
kanes66,91 or bead-spring models92 can lead to
some moderate changes in the intrachain dis-
tances at intermediate length scales. To assess
whether this is an important effect in these polyi-
mide systems, the mean square distances between
two monomers separated by n others along a poly-
mer chain, hR2(n)i, have been calculated. This in-
ternal distance93 tends towards the mean square
end-to-end distance, hR2i, as n approaches the
degree of polymerization of the polymer chain. A
plot of hR2(n)i/nl2 versus n should thus be similar

Figure 4. A schematic wire-frame representation of one of the 19812-atom 6FDA-
6FmDA simulation boxes, showing the primary positions of the atoms. Simulations
are carried out using three-dimensional periodic boundary conditions.
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to that for a characteristic ratio.94 Such a plot is
given in Figure 5, where the normalizing ‘‘length’’
of a monomer, l, has been defined to be the average
distance between the central carbons of successive
6FDA fragments as determined from the last con-
figurations of the PMC-MD runs. The values
obtained for l for each polymer were: 18.68 Å for
6FDA-6FpDA, 18.64 Å for 6FDA-6FmDA, and
15.21 Å for 6FDA-DAM. Figure 5 compares the
results obtained for the chains before the introduc-
tion of excluded volume with the same ones follow-
ing relaxation by MD. Differences are typically less
than 0.5%, i.e., of much the same order as found for
some nonfluorinated polyimides.58,93,95 These rela-
tively small differences are attributed to the highly
rigid nature of the polyimides and confirm that the
effect of introducing the full potential remains very
limited in such systems.

Figure 5 also shows that the three polyimides
under study differ in terms of configurational
properties. The trend is similar to the mean
square end-to-end distances and radii of gyration
displayed in Table 2, although the h%transi of
6FDA pivot angle, which is common to all three
polymers, remains the same. Configurational dif-
ferences are thus likely to stem mainly from the
choice of the diamine. The order follows from the
different values of l, i.e., the largest dimensions
are found in 6FDA-6FpDA followed by 6FDA-
6FmDA and then 6FDA-DAM.

RESULTS AND DISCUSSION

Bulk Properties

The bulk properties of the three polyimides were
obtained from the production runs at 298 K of the
50-monomer multichain systems. The average
values for the model densities, hq298Kmodeli, volumes of
the MD cells, hVi and intermolecular potential
energies, hUinter

pot i are presented in Table 3.
The experimental density of 6FDA-6FpDA

averaged over 12 literature values is 1477 � 3 kg
m�3, that of 6FDA-6FmDA averaged over 3 litera-
ture values is 1493 � 1 kg m�3 and that of 6FDA-
DAM averaged over 7 literature values is 1339 �
7 kg m�3.1,2,5,17,20,47,49,50,57,59–61,83,84 Our average
model densities hq298Kmodeli are clearly in very good
agreement with the experimental densities
available in the literature. The relative differ-
ences are only about 1% for 6FDA-6FpDA and
less than 1.5% for both 6FDA-6FmDA and
6FDA-DAM. Considering the natural scatter in
experimental results, our models reflect the ac-
curacy of the force field and the quality of the
preparation procedure. The decreasing order in
densities follows the increasing order in wide-
angle X-ray diffraction spacing, that is 6FDA-
6FmDA (d-spacing ¼ 5.7 Å)4,47 \ 6FDA-6FpDA
(d-spacing ¼ 5.9 Å)4,31 \ 6FDA-DAM (d-spac-
ing ¼ 6.5 Å).55 The X-ray diffraction d-spacing
is thought to be a useful measure of average
interchain distances.96,97

It should be pointed out that the density dif-
ference between the symmetric 6FDA-6FpDA
and asymmetric 6FDA-6FmDA polyimides is
rather small, both from an experimental and
from a modeling point of view. It has been noted
in an experimental study that, although this
could reflect small variations in intersegmental
packing and void spaces, such a limited differ-
ence in density is not enough to fully explain the
respective gas transport properties.83 Indeed the
permeability of CO2 in the para-isomer has been
measured to be about 10 times higher than that in
the meta-isomer.3,4,15,16,83 On the other hand, both
isomers are known to differ markedly in glass
transition (Tg) (575–605 K for 6FDA-6FpDA and
�530 K for 6FDA-6FmDA) and sub-Tg

temperatures.1–3,17,19,20,23,27,47,49,54–57,59–62 It has
thus been suggested that the lower permeability of
meta-linked aromatic polymers might be a result
of hindered rotation about the meta-connected
linkage.98 This would imply that the dynamic
properties are more important for gas diffusion in

Figure 5. The average internal distances between
monomers separated by n others along the chain di-
vided by nl2 as a function of n and averaged over 3-
chain systems (5 systems of �10000 atoms each per
polyimide). Black ‘‘before’’ points were obtained from
the last configuration of the PMC-MD runs in the
melt. The ‘‘after’’ lines show the results for the same
chains following the introduction of the full potential
and NVT relaxation by MD at the same temperature.

1172 PANDIYAN ET AL.

Journal of Polymer Science: Part B: Polymer Physics
DOI 10.1002/polb



these isomers rather than the static properties
such as the density or solubility. In the case of
6FDA-DAM, hq298Kmodeli is lower than for the other
two polyimides as the three methyl groups car-
ried by the DAM diamine tend to disrupt chain
packing. This has been shown experimentally
by Tanaka et al., in a study where they varied
systematically the number of methyl groups
and substitution positions.57 Consequently,
6FDA-DAM exhibits high gas permeabilities
and low selectivities.1,27,55–57

The average intermolecular potential ener-
gies of the systems hUinter

pot i were very much com-
parable to those for other long-chain polyimide
reported in the literature,35,71,95 with the major
part of the potential energy ([90%) coming
from the van der Waals component hUinter

vdw i
(refer Table 3). Within the statistical errors, the
van der Waals energies for both isomers are
fairly similar whereas a slightly more impor-
tant electrostatic contribution hUinter

coul i is seen
for 6FDA-6FpDA. This could be due to the dif-
ferences in partial charges (refer Fig. 2 and Ta-
ble 1). The presence of fluorine groups on the
diamines does not seem to affect very much
hUinter

coul i despite the negative partial charges car-
ried by fluorine atoms. Indeed, they can lead to
attractive interactions with positively charged
atoms, but this is counteracted by the steric
repulsions due to the van der Waals volume
(�21.3 cm3 mol�1 for a CF3 group).99 The effect

of the DAM diamine is especially visible in
hUinter

vdw i. It is consistent with a lower density
and suggests a poorer stacking of the chains.
However, it is difficult to compare it directly to
the others as its geometry is fundamentally dif-
ferent.

The average Hildebrand solubility parameter
hdi, also shown in Table 3, is defined as the square
root of the cohesive energy density,99 that is:

hdi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Uinter

pot

D E

hVi

vuut
(1)

with hUinter
pot i being the average intermolecular

energy of the system and hVi the average volume

of the simulation box. It is generally assumed

that if the Hildebrand d parameters of a polymer

and a solvent are similar, then the solubility of

the polymer in the solvent should be favorable.99

Solvents used to prepare fluorinated polyimide

include dichloromethane (d ¼ 19.9 J1/2 cm�3/2),

tetrahydrofuran (d ¼ 19.5 J1/2 cm�3/2), N,N-di-

methylacetamide (d ¼ 22.1–22.8 J1/2 cm�3/2), N,N-

dimethylformamide (d ¼ 24.9 J1/2 cm�3/2), and ac-

etone (d ¼ 20.0–20.5 J1/2 cm�3/2).7,99 Considering

the empirical approach used to calculate these d
parameters for the solvents,99 the calculated poly-

mer d reported in Table 3 are thus definitely in

the right order of magnitude.

Table 3. Average Densities hq298 K
modeli, Volumes of the MD Cells hVi, Intermolecular Potential Energies hUinter

pot i,
hUinter

vdw i, and hUinter
coul i, Hildebrand Solubility Parameters hdi, and Fractional Free Volumes hFFVi Obtained from

MD Simulations of the Three Polyimides Under Study

Properties 6FDA-6FpDA 6FDA-6FmDA 6FDA-DAM

No. of atoms 9,906 19,812 9,906 19,812 8,406 16,812
No. of systems 5 5 5 5 5 5
hq298Kmodeli (kg m�3) 1492 � 3 1495 � 3 1508 � 3 1507 � 2 1326 � 10 1322 � 4
hVi (nm3) 124.0 � 0.2 247.4 � 0.4 122.7 � 0.2 245.4 � 0.4 104.7 � 0.7 210.5 � 0.7
hUinter

pot i (kJ mol�1

monomer�1)
�141 � 1 �140.6 � 0.8 �138.4 � 0.9 �138 � 1 �102.7 � 0.4 �103.7 � 0.4

hUinter
vdw i (kJ mol�1

monomer�1)
�133 � 1 �132.9 � 0.8 �131.6 � 0.6 �131.0 � 0.4 �96.0 � 0.6 �97.2 � 0.4

hUinter
coul i (kJ mol�1

monomer�1)
�7.5 � 0.3 �7.7 � 0.1 �6.8 � 0.3 �6.8 � 0.1 �6.7 � 0.3 �6.5 � 0.2

hd i (J1/2 cm�3/2) 16.81 � 0.07 16.80 � 0.05 16.79 � 0.05 16.64 � 0.06 15.68 � 0.04 15.67 � 0.05
hFFVi 0.176 � 0.001 0.174 � 0.001 0.167 � 0.001 0.167 � 0.001 0.178 � 0.005 0.182 � 0.003

The total number of simulations is 30, and for each size, five systems were averaged over their 2 ns production runs. Results
are displayed with their associated standard errors.

ATOMISTIC MODELS OF THREE FLUORINATED POLYIMIDES 1173

Journal of Polymer Science: Part B: Polymer Physics
DOI 10.1002/polb



Void Space

The average fractional free volumes (hFFVi) of
the polymers were calculated by using hFFVi ¼
(hVi�V0)/hVi with hVi being the average volume
of the simulation box and V0 the volume at zero
Kelvin (i.e., 1.3 times the Van der Waals vol-
ume),99 as obtained using Bondi’s group contribu-
tion method.1,5,17,20,47,49,50,57,59–61,83–85 The model
hFFVi for all three polyimides are also presented
in Table 3. The values found are in excellent
agreement with the reported values in the litera-
ture, that is 0.175–0.190 for 6FDA-6FpDA, 0.175
for 6FDA-6FmDA, and 0.182–0.190 for 6FDA-
DAM.3,54,62,83 This suggests that the polyimide
with the lowest available free volume is 6FDA-
6FmDA followed by 6FDA-6FpDA and 6FDA-
DAM. This correlates directly with the order in
permeabilities, solubilities, and diffusivities of
small gas molecules in these polymer matri-
ces.1,14–16,20,27,47,57

To further characterize the void space we have
used a simple geometric technique to obtain the
probe accessible volume (PAV). Full details of the
method have been given elsewhere95 but it is one
of many similar methods which use a ‘‘phantom
sphere approach’’ that are widely encountered in
atomistic simulations.40,41,100–102 In brief, the PAV
is obtained by repeated trial insertions of virtual
probes of preset radius into the dense polymer
configurations without any preassumption on the
actual form of the holes. An insertion is ‘‘accepted’’
when the probe does not overlap with the polymer
atoms when represented by hard spheres with
standard van der Waals radii: 1.20 Å for H, 1.47 Å
for F, 1.50 Å for O, 1.55 Å for N, and 1.70 Å for

C.99,103 The percentage PAV is then just given by
the average percentage of ‘‘accepted’’ insertions
with respect to the total number of attempted
insertions. It should be noted that the volume
measured is just the volume of the system accessi-
ble to the centers of the probes. Figure 6 gives the
percentage of probe accessible volume as a func-
tion of the probe size for all three systems under
study.

As expected, the PAV decreases systematically
as the probe radius increases. The experimental
and model FFV values can be reproduced with
probe radii of the order of 0.45 Å. Figure 6 shows
that the meta-connected isomer tends to have a
consistently smaller PAV than the para-connected
isomer whatever the probe radius. Although not
shown, this trend continues up to at least a probe
radius of 2 Å. It has been reported elsewhere that
the average cavity size in 6FDA-6FpDA should be
larger than that in the 6FDA-6FmDA isomer,47

although we are not aware of any experiments,
e.g., positron annihilation, which actually tried to
determine this directly. Our models suggest that
the differences in accessible void volumes remain
fairly minor. This is fully consistent with the
small differences in densities seen both experi-
mentally and in modeling, which have been dis-
cussed above.

In contrast, 6FDA-DAM exhibits clearly a
larger PAV for all probe radii tested. This is obvi-
ously related to the lower density and poorer
packing in this polyimide. Note that Figure 6 dis-
plays the percentage rather than the actual acces-
sible void volume, i.e., the comparison is based on
equal volumes of polymer. Comparisons based on
equal masses, or moles, of polymer will be quite
different for 6FDA-DAM since its density is much
lower than the other two polymers (refer Table 3).

A visual inspection of the positions of accepted
probes suggests strongly that void space is homo-
geneously distributed in all the polymer matrices
considered. The distributions of hole sizes were
then quantified for a range of probe radii corre-
sponding roughly to the size of different gas mole-
cules. The method used to obtain these distribu-
tions64 is based on a standard cluster analysis of
the positions of the centers of the accepted probes;
all accepted probe centers less than 0.5 Å apart
are considered to be in the same hole, i.e., they
belong to the same cluster. The averages size of
the cavities depends upon the probe radius used,
of course, but in general, the average cavity size
of 6FDA-6FpDA is larger than the 6FDA-6FmDA
and interestingly 6FDA-DAM has smaller

Figure 6. The mean percentage of probe accessible
volume plotted as a function of the probe radius used
in repeated trial insertions.
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cavities. The high solubility and permeability of
gas molecules in 6FDA-DAM can thus be
explained by its larger total amount of void vol-
ume (Fig. 6) and also the resulting higher mobil-
ity of the atoms. The indiscriminate mean square
amplitudes of motions in the polyimides for a time
interval of 1 ns were found to be 0.59 Å2 for
6FDA-6FpDA, 0.53 Å2 for 6FDA-6FmDA, and
1.04 Å2 for 6FDA-DAM. Such small values are
typical of glassy polymers.

Structures

The intermolecular radial distribution functions,
ginter(r), were extracted for all possible combina-
tions of interactions between different atom types.
Indiscriminate ginter(r) showed that there was no

sign of crystallinity in our models. This seems
consistent with experiment as none of the large
number of DSC studies1,4,15,17–19,27,50,55,60,62,83

reports a melting transition and no mention is
made of crystallinity in the X-ray work.4,32,47,55 As
far as both 6FDA-6FpDA and 6FDA-6FmDA iso-
mers are concerned, specific ginter(r) displayed
slightly different behaviors depending on the loca-
tion of the atoms on the respective monomers. In
the case of dianhydride���dianhydride interac-
tions, the fluorine 6FDA bridge tends to be some-
what more dominant in 6FDA-6FmDA, whereas
interactions between the anhydride parts are
favored in 6FDA-6FpDA. This can be seen in Fig-
ure 7(a), which displays the respective ginter(r)
between ketone carbons (Cket) and ketone oxygens
(Oket), as well as between Cket and C1 (i.e., the
central carbon carrying both CF3 groups in the
6FDA dianhydride).

In the case of dianhydride���diamine and dia-
mine���diamine interactions, 6FDA-6FpDA almost
systematically predominates with respect to its
isomer. Figure 7(b) shows the ginter(r) for C2 (i.e.,
the central carbon carrying both ACF3 group on
the diamine) with itself and with the dianhydride
Cket. The symmetric diamine finds it easier to
stack than the asymmetric one but it should be
stressed once again that the differences remain
quite small. On the other hand, the corresponding
ginter(r) are systematically found at significantly
larger distances for 6FDA-DAM (Fig. 8), which
agrees once again with its lower density and

Figure 7. Selected intermolecular radial distribu-
tions functions ginter(r) for 6FDA-6FpDA and 6FDA-
6FmDA. The upper plot (a) shows some interactions
between dianhydride���dianhydride fragments (Cket���
Oket and Cket���C1), and the lower one (b) shows some
interactions between dianhydride���diamine and dia-
mine���diamine fragments (C2���Cket and C2���C2). Refer
text for definitions of atom types.

Figure 8. Selected intermolecular radial distribu-
tions functions ginter(r) for 6FDA-DAM compared to
6FDA-6FpDA. The interactions displayed are N���N in
the 6FDA dianhydrides (squares) and Car2���Car2 in
the diamines (circles), with Car2 being an aromatic
diamine carbon.
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higher d-spacing. The smaller DAM diamine has
three substituted methyl groups and, as such, its
stacking with another diamine or with a dianhy-
dride is difficult. In turn, it also affects the
6FDA���6FDA ginter(r), which are found at larger
distances than for the other polyimides. This poor
stacking can be correlated to the larger accessible
void volume in 6FDA-DAM (Fig. 6), and is cer-
tainly due to the specific geometry of the DAM
diamine. Interestingly, ginter(r) for fluorine atoms
with the other parts of the monomers are fairly
similar in all three systems under study. The CF3

bridges are very flexible compared to the cyclic
motives and it seems that they can adapt easily to
the changes in the polymer backbones.

Intramolecular radial distribution functions
gintra(r) show mostly some differences for dianhy-
dride���diamine interactions. This can be seen in
Figure 9, which give the distributions of distances
between C1 (central carbon in the 6FDA dianhy-
dride) and C2 (central carbon in the 6FpDA and
the 6FmDA diamine, or in the case of DAM, the
center of mass of the diamine). If one compares
6FDA-6FpDA and 6FDA-6FmDA, the latter dis-
plays two peaks that are found at lower distances
than the single peak of the symmetric isomer. The
two peaks in 6FDA-6FmDA can be attributed to
the two different positions of the C2 atom with
respect to C1 that result from a rotation through
180� of the diamine ring around the NAC bond
linking it to the dianhydride. Although the two
peaks appear slightly different in Figure 9, the
areas underneath the curves are in fact very close

once the correct weighting for 3D space is taken
into account. Both conformers are thus almost
equally likely. The various combinations of succes-
sive conformers give rise to a fairly wide distribu-
tion (not shown) for the C1���C2���C1 angles in
6FDA-6FmDA with one peak around 110� and
another broader one at �150�. In contrast, the
C1���C2���C1 angles in 6FDA-6FpDA are all close to
110�, as expected from the symmetry of the para-
substitution and the single peak in Figure 9. As
far as the torsional distributions are concerned,
the nearest neighbors C1���C2���C1���C2 pseudotor-
sion angles are found to be fairly flat. This sug-
gests that the intramolecular differences originate
mainly from the very local interactions displayed
in Figure 9. The larger distances between para-
linked aromatic rings with respect to the meta-
isomer support the aforementioned trend in end-
to-end distances and radii of gyration (Table 2),
with the 6FDA-6FpDA molecules being more
extended than their structural isomers. In the
case of 6FDA-DAM, dianhydride���dianhydride
intramolecular interactions are fairly similar to
those of the other two polyimides, but the smaller
diamine leads to even less extended molecules for
the same chain lengths (Fig. 9).

Experimental studies of the structure of these
polyimides are limited to wide-angle X-ray scat-
tering (WAXS) measurements but, to our knowl-
edge, only two Intensity versus 2h plots have been
published, i.e., the work of Shimazu et al. for
6FDA-6FpDA31 and of Matsui et al. for 6FDA-
DAM.55 In an attempt to make comparisons with
experimental data, pseudo X-ray powder diffracto-
grams (Debye formula) were generated using the
DISCUS program104 from the coordinates of the
final configurations of all five samples of the MD-
relaxed structures. The X-ray wavelength used in
the calculations was k ¼ 1.54 Å, corresponding to
that of Cu Ka radiation used in the experiments.
The resulting average pseudodiffractograms are
shown in Figure 10. The agreement with the raw
Intensity versus 2h experimental data is excellent
for 6FDA-DAM. For 6FDA-6FpDA it appears less
good but it should be noted that this is probably
in part due to the experimental data not being
published as a raw Intensity versus 2h plot but in
a rather more complex form which makes it diffi-
cult to reconstitute the original intensities.31

Nevertheless the positions and the forms of the
three major peaks that appear in the experimen-
tal curve are well reproduced by our models.

To characterize the distances and orientations
between the rings, the centroid of each aromatic

Figure 9. Probability density distributions for the
distances, r12, between C1 (central carbon in the
6FDA dianhydride) and C2 (central carbon in the dia-
mine for 6FpDA and 6FmDA or center of mass for
DAM) in all three polyimides under study.
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and anhydride ring and the least-squares best-
fit normal vector, n, to the plane through the
atoms constituting the rings were calculated.
The ring���ring ginter(r) between the centroids
were then obtained as well as the second-order
Legendre polynomial functions.

P2ðcos hÞ ¼ 3

2
cos2 h
� �� 1

2
(2)

where h is the angle between the vectors normal
to the planes of the different rings. P2(cos h) is 1
for a parallel orientation, 0 for a random orienta-
tion, and �0.5 for a perpendicular orientation.
Figure 11 shows that the intermolecular diamine
rings in 6FDA-6FpDA are close to being parallel
at the shortest inter-ring separations but become

randomly orientated at around 6 Å. In the corre-
sponding ginter(r) functions for the centroids of the
diamine rings, the tendency for parallel align-
ment is also restricted to the closest neighbors.
Similar trends were found for the other two poly-
imides and the other ring types.

This type of stacking is found in many poly-
imides and in the case of dianhydride���diamine
interactions, it is thought to be related to their
ability to form charge transfer complexes
(CTC).105 Classical MD simulations do not allow
for such electron transfer but direct orbital inter-
actions are only possible if rings come in close
contact to each other. CTC have been found to
occur in the 6FDA family, although the presence
of fluorine bridges tends to reduce their occur-
rence compared to more planar dianhydrides
such as PMDA-ODA.105 However, it should be
noted that there is as much stacking between
dianhydride���dianhydride and diamine���diamine
aromatic rings for obvious sterical reasons. This
has been shown before for other polyimides.35 In
the present case, it can also be seen when integrat-
ing the ginter(r) to give ninter(r) between types i and
j, i.e., the total number of atoms j belonging to a
ring within a specified radius of an atom i belong-
ing to another ring. There is very little difference
in the ninter(r) between Car1���Car1, Car1���Car2,
Car2���Car1, and Car2���Car2 for 6FDA-6FpDA and
6FDA-6FmDA. In the case of 6FDA-DAM, the
Car1���Car2 and Car2���Car2 ninter (r) are divided by 2
because the DAM diamine has only one aromatic
ring. Stacking is thus possible between any kind
of ring, irrespective of whether they belong to a
dianhydride or a diamine fragment.

Figure 11. Intermolecular radial distribution func-
tion between the diamine aromatic carbons
(Car2���Car2) in 6FDA-6FpDA and the corresponding
P2(cos h), as defined in eq 2.

Figure 10. Pseudo X-ray diffractograms at 298 K
for (A) 6FDA-6FmDA and 6FDA-6FpDA and (B)
6FDA-DAM; the left-hand MD intensity scales are
the same in both plots. The experimental data for
6FDA-6FpDA were generated from Figure 3 of Shi-
mazu et al.31 by digitizing their data and dividing by
the norm of the scattering vector. Data for 6FDA-
DAM were taken directly from Figure 2, curve (a), of
Matsui et al.55
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CONCLUSION

MD simulations of all-atom models of 6FDA-
6FpDA, 6FDA-6FmDA, and 6FDA-DAM have
been successfully carried out. In total, 30 inde-
pendent long-chain samples were prepared using
a well-established hybrid PMC-MD technique58

after verification on short oligomers that a value
of nbonds ¼ 4 was appropriate. No evidence was
found to suggest that the introduction of excluded
volume significantly distorts the carefully pre-
pared polymer conformations. Average relaxed
densities of the long-chain systems were found to
be in very good agreement with experimental val-
ues. Model structures agreed also with available
wide-angle X-ray scattering (WAXS) data.

The two isomers, 6FDA-6FpDA and 6FDA-
6FmDA, show some differences that originate
from intramolecular interactions which result in
the 6FDA-6FpDA configurations being more
extended than their 6FDA-6FmDA counterparts.
There is also better stacking of the symmetric
6FpDA diamine and slight differences in the di-
anhydride interactions as seen in the intermole-
cular radial distribution functions. Globally, the
isomers do not differ much in terms of densities,
energies, free volume fractions, and probe-accessi-
ble volume distributions. The slight trend in the
model free volumes (6FDA-6FpDA [ 6FDA-
6FmDA) is in agreement with the experimentally-
determined gas diffusion and solubility coeffi-
cients being systematically larger in the 6FpDA
isomer. However, as has been pointed out previ-
ously in the experimental studies of Coleman and
Koros,83 the differences in permeabilities between
both isomers cannot be explained by such limited
variations in bulk properties. It is more likely due
to the different sub-Tg and Tg temperatures in the
isomers.14 We note in passing that it is our inten-
tion to perform simulations of CO2 transport
in these polymers to see whether we find the
same difference as that reported by Koros and
coworkers.1,14–16

6FDA-DAM has a lower density and higher
energy than both other polyimides under study. It
also exhibits higher fractional free volume which
is in agreement with larger permeabilities and
diffusivities for the gas molecules in this polymer
matrix.1,31,55–57 The 6FDA-DAM configurations
are smaller for the same chain length than the
other models but this is due to the fact that the
diamine has only one ring. In addition, the DAM
diamine finds it hard to stack with other frag-
ments due to the presence of methyl groups,

which increases the space available for pene-
trants. Indeed, the intermolecular interactions
are systematically found at higher distances than
for 6FDA-6FpDA and 6FDA-6FmDA.

In all cases, fluorine atoms do not really show
any preferential interactions with specific atoms
on the polymers. They have a general repulsive
effect and limit close packing. In the present
work, it is difficult to compare their effect to that
of the methyl groups, as the DAM structure was
chosen because of its high permeabilities to small
gas molecules, rather than with respect to the ge-
ometry of its diamine. However, it has been shown
experimentally that, providing the basic diamine
structure is the same, fluorinated polyimides ex-
hibit better permeabilities than nonfluorinated
ones.4 Whether the solubility of CO2 in the pure
polyimide matrices presented in this work can be
linked to specific groups on the macromolecules
will be the subject of a future publication.
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 3.4. Preparation and validation of carbon dioxide molecular models 
 
 Several potential models for CO2 have been reported in the literature.228-231 Zhang and 

Duan compared the most popular fully-atomistic models, that is MSM,229 EPM2,230 TraPPE231 

and Errington228 and proposed some optimized potential parameters (Table 13).232 These 

different models predict accurately some properties and show deviations in other properties. 

For example, the MSM model has a remarkable accuracy in the estimation of the phase 

equilibrium, whereas the volumetric properties are predicted more accurately by the EPM2 

model. 

Model (εεεεC-C /kB) 

(K) 
σσσσ C-C 

(Å) 
(εεεεO-O /kB) 

(K) 
σσσσO-O 

(Å) 
αααα qC 

lC-O 

(Å) 
MSM229 29.0 2.785 83.1 3.014 ... 0.5957 1.16 

EPM2230 28.129 2.757 80.507 3.033 ... 0.6512 1.149 

Errington228 27.0 2.80 79 3.05 ... 0.70 1.16 
TraPPE231 29.07 2.753 83.20 3.029 14.0 0.6466 1.1433 
Zhang and 
Duan232 

28.845 2.7918 82.656 3.0 ... 0.5888 1.163 

Table 13. Potential model parameters for carbon dioxide. The optimized values of Zhang 

and Duan are given in the last row. ε and σ are the Van der Waals potential 

parameters, α is the exponential-6 potential parameter, qC is the partial charge on 

the carbon atom and lC-O is the C-O bond length. qO , the partial charge on an 

oxygen atom, is equal to minus half the magnitude of qC to maintain electrical 

neutrality. 

 

 Many CO2 transport studies use simpler united-atom models67,69 which are easy to 

parameterize. However, they are less realistic and cannot provide any atomistic-level 

structural information. Consequently we preferred to use an all-atom potential model of CO2 

with three interaction centres and the parameters of Zhang and Duan232 (Table 13) for our 
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studies. C-O bonds and the O-C-O bending angle of 180° were kept rigid with constraints in 

order to avoid non-equipartition of the kinetic energy.  

 

Simulations of pure CO2 with a system size of 512 molecules were first carried out to 

assess the PVT properties of the liquid-vapour coexistence curve based on the Zhang and 

Duan model.232 Lennard-Jones (Eq. 41) interactions along with Ewald summation were used 

to calculate the non-bonded interactions with a cutoff distance Rc of 10 Å, a Kmax of 18 and a 

value for α of 0.35. Long-range corrections to the energies were also added. Zhang and 

Duan232 also used the same way to calculate the van der Waals and electrostatic interaction 

energies. However the exact parameters used in their calculations are not reported. In our 

studies, the saturated liquid and vapour systems were simulated under both constant-volume 

NVT and constant-pressure NPT conditions whereas Zhang and Duan232 only used NPT 

simulation for PVT properties. In addition, their liquid-vapour coexistence curves were 

calculated using histogram-reweighting grand canonical Monte Carlo (HRGCMC) simulations 

under constant-chemical potential NVE conditions. All our simulations were run for at least 

500 ps, out of which the final 400 ps were used to estimate the PVT properties. Our 

simulations are at least 5 to 10 times longer and our system sizes are twice the size of those 

reported by Zhang and Duan.232 

 

 Figure 30 shows the simulated coexistence properties of CO2 as a function of the 

temperature. There is less than 1% deviation in the densities with respect to the values 

reported by Zhang and Duan232 under NPT conditions. But the equilibrium pressures under 

NVT conditions (where the densities of the simulation boxes were fixed) exhibit deviations 

from the pressure values reported by Zhang and Duan.232 This could be due to the 

incompressible nature of CO2, a small difference in the density having a noticeable impact on 
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the pressure. It is also important to remember that the Zhang and Duan simulations were 

extremely short, and that there are likely to be statistical reasons for these small discrepancies. 

 

 

Figure 30. Liquid and vapour coexistence properties of our CO2 model under constant-

pressure NPT (a) and constant-volume NVT (b) conditions compared to those 

reported by Zhang and Duan.232 Under NPT conditions (a), the densities are 

precisely reproduced while under NVT conditions (b), the pressures deviate 

slightly (open symbols) in both liquid and vapour states. 

 
 In order to check the results obtained from our NVT simulations, the same model of 

CO2 was simulated using the GROMACS MD simulation package.233 In GROMACS, a mass-
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redistribution method234 is adopted to keep rigid the CO2 molecule instead of a vector 

constraint. The mass of CO2 was redistributed between two virtual sites, with each mass being 

the combined mass of an oxygen + 1/2 mass of a carbon. However the point charges remained 

fixed to the positions of the respective atoms. The positions of virtual mass centres M were 

calculated using Eq.51: 

 
d(C−M )

d(C−O)
=

mO

mM
 (51) 

where d(C-M) is the distance between the carbon and a virtual mass centre, d(C-O) is the 

bond length between a carbon and an oxygen, mO is the mass of an oxygen and mM is the 

mass of a virtual mass site. Figure 31 illustrates the mass redistribution into virtual sites. 

 

 

Figure 31. A schematic representation of the redistribution of masses in a CO2 model used in 

GROMACS to keep the O-C-O bend rigid.233 

 
 In GROMACS, the simulations were 1000 ps long, in which the final 500 ps were 

considered for calculation of the equilibrium densities and pressures under both NPT and NVT 

conditions. A comparison of the results obtained is given in Table 14. The agreement in the 

pressure between gmq and GROMACS under NVT conditions is within statistical errors. 

Minor differences in the densities under NPT simulations were due to the selection of 
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inappropriate loose-coupling pressure parameters which led to long relaxation times for the 

density and were not considered of any consequence. 

 

Saturated liquid density and pressure: 

Density / kg m-3 
(NPT, at pressure of Z and D) 

Pressure / bar 
(NVT, at density of Z and D) 

T  
/K 

Z and D 
/ kg m-3 

gmq GROMACS 

Z and D 
/ bar 

gmq GROMACS 
230 1125.83 1124.5±0.2 1119.2±0.2 8.97 11.0±2.7 17.0±4.2 
240 1086.67 1084.8±0.2 1083.0±0.2 12.88 22.6±2.8 23.6±4.2 
250 1044.54 1042.9±0.2 1039.6±0.2 17.88 26.4±2.5 29.3±4.4 
260 998.13 995.2±0.2 993.5±0.3 24.13 29.8±2.7 31.5±4.3 
270 945.89 942.2±0.3 938.3±0.2 31.79 37.3±2.3 38.4±4.1 
280 883.84 877.0 ±0.2 877.5±0.2 41.08 46.0±3.0 49.1±4.5 
290 804.7 796.0±0.3 793.4±0.4 52.33 54.1±2.3 60.8±4.1 
 
Saturated vapour density and pressure : 

Density / kg m-3 
(NPT, at pressure of Z and D) 

Pressure / bar 
(NVT, at density of Z and D) 

Temp 
/ K 

Z and D 
/ kg m-3 

gmq GROMACS 

Z and D 
/ bar 

gmq GROMACS 
230 24.65 23.34 24.11 8.97 10.0±0.1 9.6±0.1 
240 34.74 32.21 33.51 12.88 14.1±0.1 13.9±0.1 
250 47.98 45.13 46.15 17.88 18.8±0.1 19.2±0.1 
260 65.29 61.61 66.54 24.13 25.8±0.1 25.9±0.1 
270 88.36 85.366 88.82 31.79 33.8±0.1 34.1±0.1 
280 121.52 114.86 118.89 41.08 44.6±0.2 44.7±0.1 
290 174.22 157.93 156.93 52.33 58.8±0.3 58.6±0.2 

 

Table 14. Comparison of saturated liquid and vapour densities  and pressures between the 

reported values of Zhang and Duan ("Z and D"),232 gmq, and GROMACS 

simulations. 

 

 Further validation of the CO2 model was done by comparing the heat of vaporization 

(∆Hvap) as a function of the temperature. ∆Hvap for a given temperature was estimated from 

the difference between the enthalpy of the gas phase and that of the liquid phase in both gmq 

and GROMACS. 
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 ∆Hvap = Hvap − Hliq  (52) 

 
where vapH∆  is the heat of vaporisation, vapH  is the heat of the vapour (Uvap + PvapVvap) and 

liqH  is the heat of the liquid (Uliq + PliqVliq). 

 

 

Figure 32. Equilibrated saturated liquid (a) and vapour (b) carbon dioxide molecular models 

at 290 K. 

 
 The calculated values of ∆Hvap are found to be in very good agreement with the 

experimental values reproduced by the Zhang and Duan model232 (Figure 33). 

(a) (b) 
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Figure 33. Comparison between experimental and simulated CO2 heat of vaporisations  

 

 The polyimide bulk models and the optimized model of CO2 prepared in this chapter 

were further used to study the CO2 transport properties in the polymer matrices. The results of 

CO2 sorption and sorption-induced volume dilation in polyimides along with the self-

diffusion of CO2 inside the polymer matrices will be presented in the next chapters. 



 

 

 



 

  

 

 

 

 

 

 

 

Chapter 4. 
 

Carbon dioxide solubility and volume-dilation 
studies 
 

 

 



 

  

 
 



 

  

4.1. Introduction 
 
 
 The solubility of CO2 in polymer models has been generally studied using test particle 

insertion methods and often only in the pure polymer models, i.e. at the infinite dilution limit. 

In such studies CO2 has often been represented as a single spherical site. Such a united-atom 

approach is rather unsatisfactory as it can not explicitly include Coulombic interactions. 

Heuchel et al.66,67,235 have attempted to study CO2 solubility at different concentrations by 

using Grand Canonical Monte Carlo (GCMC) simulations on unswollen and artificially pre-

swollen polymer models. Such simulations are, to us, not optimal as the GCMC simulations 

are performed on a single frozen snapshot configurations of the swollen and unswollen 

polymer and thus do not take into account the swelling process in a realistic manner. The 

resulting sorption isotherms can not be related to any physical experiment and only give some 

idea of limiting solubilities.  

 

 In our studies, we use a step-wise addition procedure to insert CO2 molecules in to the 

bulk models of polyimides without any necessity for pre-swelling. The polymer models are 

then allowed to relax dynamically and the swelling process occurs naturally. An iterative 

procedure is used to establish the vapour pressure of CO2 that would have to be applied in 

order for there to be an equilibrium with the amount of CO2 inserted in the polymer models. 

This allows the full pressure vs. concentration isotherm to be calculated. Along with the 

solubility, the volume swelling induced by CO2 was also calculated directly from the volumes 

of polymer models containing different concentrations of CO2 for all the three polyimides 

under study. In order to understand the effect of exposure of high concentrations of CO2 (i.e. 

conditioning effect) the desorption isotherms were also studied along with the respective 

volume contraction curves. To our knowledge, there are no other molecular simulations 



 

  

studies of the sorption isotherm of CO2 for the polyimides under study and this is the first 

time the iterative technique has been applied to obtain uptake curves in models of such 

complexity.  

 

 Full details of the techniques used and the results for the sorption and desorption 

isotherms, as well as a number of other analyses, are presented in the following article which 

is in preparation for submission to a peer-reviewed international journal. 

 
 

 



-1-

Carbon dioxide solubility in three fluorinated polyimides studied by molecular

dynamics simulations

Sudharsan Pandiyan1&2, David Brown*1, Sylvie Neyertz1, & N. F. A. van der Vegt2†

1LMOPS-UMR CNRS 5041, University of Savoie, Bât IUT, 73376 Le Bourget-du-Lac Cedex, France

2Max-Planck-Institute for Polymer Research, Ackermannweg 10, 55128 Mainz, Germany

†Current address: Center of Smart Interfaces, Technical University of Darmstadt, Petersenstrasse 32,

64287 Darmstadt, Germany

ABSTRACT

Fluorinated polyimides are interesting polymer materials for gas separation applications because

of their good mechanical, thermal and transport properties. We have performed molecular dynamics

simulations (MD) of CO2 sorption and desorption in three fluorinated polyimides:- 6FDA-6FpDA, 6FDA-

6FmDA and 6FDA-DAM. These polyimides are known to vary significantly in their gas permeation

properties. A stepwise procedure was used to insert CO2 molecules in to the previously prepared polymer

matrices in order to mimick the experimental procedure of progressive loading and to avoid the necessity

of pre-swelling the samples. An iterative technique was then used to estimate the vapour pressure of CO2

that would have to be applied in order to obtain the imposed uptake. The resulting sorption isotherms are

found to have relatively good agreement with their respective experimental curves and the trend in

solubility was reproduced (DAM>6FpDA>6FmDA). Desorption isotherms were also calculated starting

from systems corresponding to an applied pressure of 60 bar. Changes in volume, void space, potential
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energy etc. have been characterized and compared to experimental data and theories of gas sorption in

glassy polymers.
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1. Introduction

Carbon dioxide (CO2) separation has become a challenging task in many industries. It is generally

accepted that the increased emission of CO2 to the atmosphere is an important reason for global

warming.1 There are different techniques to separate CO2 from gas mixtures such as physical adsorption,2-

8 chemical adsorption,6,9-16 low temperature distillation17,18 and membrane separation.19-28 The latter

technique made the transition from the laboratory to commercial ventures in the early 1980s. Indeed,

some dense glassy polymers have interesting features such as a fairly low cost, easy installation, high-

selectivities for specific permeants and a high solubility for CO2.29

The most basic requirements for polymer membranes to efficiently transport gas molecules are

high permeation rates (or productivities) and selectivities (or separation efficiencies). Permeability P is

the rate of transport for the penetrant through the membrane defined as the product of its solubility

coefficient S and its diffusion coefficient D (Eq. 1):

P  =  S × D (1)

In Eq. 1, S is a thermodynamic parameter which can be obtained from the sorption isotherm (if C

is the penetrant concentration and p is the partial pressure, then S = C/p). D is a kinetic parameter

determined by chain packing and the mobility of the polymer chain segments as well as by the size and

shape of the penetrant molecules. When applied to a gas mixture, the selectivity of the polymer

membrane for gas A over gas B, αA/B (also called permselectivity), is the ratio of their pure gas

permeabilities (Eq. 2):

αA /B =
PA
PB

=
DA

DB

⎛
⎝⎜

⎞
⎠⎟
×

SA
SB

⎛
⎝⎜

⎞
⎠⎟

(2)

An important property of non-porous dense membranes is that permeants of similar sizes and

diffusion coefficients can be separated if their solubilities differ to a large extent. This is especially
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important for CO2 separation applications as carbon dioxide exhibits much higher solubilities in dense

polymers than other light gases.30,31

The transport of gases through polymer membranes can generally be described by a solution-

diffusion mechanism.32-36 Transport occurs when gas molecules in an upstream compartment enter the

polymer matrix, diffuse across it and finally desorb on a downstream gas compartment.37 However, it is

well-known that CO2 transport in glassy polymers often results in plasticization effects, and that the

performance of the membrane can be significantly altered. For example, in CO2/CH4 gas separations, the

polymer swells upon sorption of CO2 accelerating the permeation of CH4 and decreasing the

permselectivity.38

Fluorinated polyimides are interesting polymer materials for gas separation applications because

of their good mechanical, thermal and transport properties.39-58  They also exhibit an acceptable resistance

to plasticization.41,42,59 In the present paper, we perform molecular dynamics (MD) simulations of CO2

sorption and desorption in three fluorinated polyimides in order to characterize CO2 solubility and

plasticizing effects as a function of the polymer structure. The three polyimides under study are:- (a)

poly{4,4'-(2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl)dianiline}-alt-{5,5'-(2,2,2-trifluoro-1-

(trifluoromethyl) ethane-1,1-diyl)bis(isobenzofuran-1,3-dione)} (referred to hereafter as 6FDA-6FpDA),

(b) poly({3,3'-(2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl)dianiline}-alt-{5,5'-(2,2,2-trifluoro-1-

(trifluoromethyl) ethane-1,1-diyl)bis(isobenzofuran-1,3-dione)}) (6FDA-6FmDA) and (c) poly((2,4,6-

trimethyl-m-phenylenediamine)-alt-{5,5'-(2,2,2-trifluoro-1-(trifluoromethyl)ethane-1,1-diyl)

bis(isobenzofuran-1,3-dione)}) (6FDA-DAM). Their chemical formulae are shown in Fig. 1.
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Figure 1. The chemical structures of (a) 6FDA-6FpDA, (b) 6FDA-6FmDA and (c) 6FDA-DAM

polyimides

Note that 6FpDA is also sometimes referred to as BAAF,39,60-63 6FAP,64,65 4APF66 or BAHF,67 that

DAM can be called TrMPD,68-71 and 3MPDA,55 and that 6FmDA corresponds to 3APF.72 We have

reported the results of a study of these three polyimides in the pure state in a recent paper73 and they are

known to significantly vary in their CO2 permeation properties.40-45,48,50,52,59,62,63,74-76 It is worth noting that

6FDA

A
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A
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MD simulations of CO2 transport in some of these systems have already been reported but they were

either restricted to very short simulation times77,78 (60 ps) or used low density approaches to create the

models,62,79 i.e. methods which are known to lead to a bias in the chain conformations.80 These simulations

also used a simple spherical representation for CO2. However, we are not aware of any full sorption

isotherms and CO2-induced volume swelling studied by MD simulations for these three fluorinated

polyimides.

On the other hand, quite a few experimental investigations have been dedicated to study CO2

transport and the subsequent plasticization effects in these polymers. Coleman et al.40-42 investigated the

effect of high-pressure CO2 exposure on permeability in 6FDA-6FpDA and 6FDA-6FmDA. Costello and

Koros81 reported the temperature dependence of gas transport in the same polymers and gave dual

sorption parameters for CO2. Singh-Ghosal and Koros82 investigated mobility selectivity for 6FDA-

6FpDA and 6FDA-6FmDA. Wang et al.48 reported  diffusivity, solubility and permeability for various

gases in 6FDA-6FpDA. Fuhrman et al.44 explained the thermal hysteresis of gas transport in 6FDA-

6FpDA and 6FDA-6FmDA in terms of sub-Tg and Tg motions. Kim et al.47,50-52 studied the effects of CO2

exposure, physical aging and chemical crosslinking on the gas separation abilities of both 6FDA-6FpDA

and 6FDA-DAM. Recio et al.43 reported the effect of the solvent used for the preparation of 6FDA-

6FpDA membranes on the transport properties. Various other studies on CO2 transport and plasticization

effects also include these polymers or closely related structures.38,45,55-58,60,63,64,74-76,83-92 Consequently, there

is a lot of available experimental evidence to confront to the MD simulations.

Details of the MD simulations are given in Section 2. They include the polymer models and the

sample generation procedure, the choice of the CO2 model, the addition of CO2 into the pre-prepared

polymer matrices and its subsequent removal. The results obtained for the pure CO2 vapour are given in

Section 3. In Section 4 the results of the CO2 uptake simulations into the polyimides are presented and

discussed. Finally, the results of the CO2 unloading simulations are presented and discussed in Section 5.
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2. Methods and Models

2.1 Iterative method for obtaining sorption isotherms

Our main aim in this work is to determine the full sorption isotherm of CO2 in the model

polyimides, i.e. the amount of CO2 dissolved in the polymer as a function of the applied external pressure

of carbon dioxide gas. In the laboratory this is a fairly routine experiment to perform by placing a

polymer film in contact with the gas at a controlled pressure and measuring the mass change. Although

this direct approach has also been mimicked in model systems 93 it poses serious problems with respect to

the creation of realistic membrane models and the time and length scales of the MD simulations. In effect,

to have a sufficient amount of bulk polymer material at the centre of the membrane implies a large

membrane width (large system size), i.e. small surface area to volume ratio, but this inevitably leads to

long simulation times as the attainment of equilibrium between the amount of gas in the gas phase and the

amount of gas in the polymer phase is limited by the rate of diffusion of the gas in the polymer phase. In

the case of CO2 these diffusion rates are known from experiment to be too slow to render this approach

feasible for a wide range of external gas pressures. An alternative approach is to first create models of the

relaxed bulk polymers using standard 3D periodic boundary conditions. Such models have the advantage

in that they do not contain any external surfaces so are purely bulk models. The disadvantage of these

fully 3D periodic models is that the number of gas molecules in the polymer system and the pressure

become independent variables, i.e. we can insert as much gas as we want and set the pressure to any

value. However, a fairly simple iterative technique 94 can be used to find the external pressure of the gas

corresponding to the number of gas molecules in the system and thus sorption isotherms can be

calculated. The method is based on the fact that at equilibrium the total chemical potential of the gas in

the polymer phase, µp, and the gas in the gas phase, µg, are equal. Thus, for a polymer containing a fixed

number of penetrant gas molecules an NPT simulation is first made at some initial guess pressure, P1. The

resulting total chemical potential of the gas in the polymer phase evaluated from this first simulation,
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µp(P1), can then be used to obtain a second estimate of the pressure, P2, from the (pre-calculated)  total

chemical potential of the gas in the gas phase as a function of pressure, i.e. by finding the pressure in the

gas phase where  µg(P2) = µp(P1). A second NPT simulation of the gas in the polymer phase is then carried

out at an applied pressure of P2. This in turn gives a µp(P2) which can again be used to obtain a third

estimate µg(P3) = µp(P2), and so on. In general the method converges rapidly as dense polymer matrices

are relatively incompressible so modest changes in pressure do not provoke much change in density, and

hence chemical potential.

In practice total chemical potentials are never actually calculated as certain simplifications can be

made. In the case of a rigid gas molecule, as we will use for CO2, the internal partition function is not

dependent on the surrounding solvent so the equality of the total chemical potential can be shown to be

equivalent to the following condition 95,96

 Δµex = µex
p − µex

g = kT ln ρ
g

ρ p (3)

which relates the difference in excess (with respect to the ideal gas) chemical potentials of the permeant in

the two phases to their different densities in the two phases. A convenient statistical mechanical

approximation for the excess chemical potential in the NPT ensemble is given by the following equation97

  

µ
ex
=  − kT ln

V exp
−ΔΦ
kT

⎛
⎝⎜

⎞
⎠⎟

V
(4)

where ΔΦ is the energy of interaction resulting from the virtual introduction of an extra test particle into

an equilibrium distribution of the system in question; details of the specific test particle insertion method

that has been used here and checks on its reliability are given below. In practice then g
exµ  and gρ  have

first to be calculated as a function of pressure for the pure gas system at the temperature required. µex
p  can
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then be calculated at a certain mass fraction of CO2 in the polymer from a simulation conducted at the

initial guess pressure, P1. The quantities µex
p (P1) − µex

g (P)  and kT ln ρg (P)
ρ p (P1)

 can then be plotted

separately as a function of pressure and the the point of intersection of the two curves gives the second

approximation, P2. A further simulation of the gas in the polymer has then to be conducted at P2 and the

procedure iterated to convergence.

We note also that the relationship between the excess chemical potentials and the solubilities then

follows directly from Eq. 3

ρg

ρ p = exp
Δµex

kT
⎛
⎝⎜

⎞
⎠⎟
=
exp − µex

g

kT
⎛
⎝⎜

⎞
⎠⎟

exp − µex
p

kT
⎛
⎝⎜

⎞
⎠⎟

=
Sg

S p (5)

thus we can define a scale of (dimensionless) solubility using

S = exp −
µex

kT
⎛
⎝⎜

⎞
⎠⎟
= exp

kT ln
V exp −ΔΦ

kT
⎛
⎝⎜

⎞
⎠⎟

V
kT

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎟

=
V exp −ΔΦ

kT
⎛
⎝⎜

⎞
⎠⎟

V
(6)

where a solubility of 1 corresponds to that of an ideal gas.

2.2 MD simulations

All MD simulations were performed using the scalar and parallel versions of the general purpose

gmq program.98 The parameters for the models of the polyimides were taken from the TRIPOS 5.2 force

field.99 The partial charges, qi, on the atoms were calculated using Gaussian 03,100 at the B3LYP/6-31G**

level, on representative three- or five-fragment structures of the polyimides under study by. For CO2 the

interaction parameters, including partial charges, were taken from optimized values reported by Zhang

and Duan.101 This is a rigid three-centre model with a C-O bond length of 1.163 Å, a partial charge on the
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carbon atom of qC=0.5888e (and neutralising charges on the oxygens of qO=-qC/2), and Lennard-Jones 12-

6 interaction sites situated at the carbon and oxygen centres with σC-C=2.7918 Å, εC-C/kB=28.845 K, σO-

O=3.0 Å, and εO-O/kB=82.656 K.

The equations of motion were integrated using using 1 fs integration time step. The SHAKE

algorithm102 was used to constrain all bond lengths. In addition to simple bond constraints, a special

vector constraint was used to keep the bond angle of CO2 (O-C-O) fixed at 180°.103 The CO2 molecule is

thus completely rigid and just has five degrees of freedom; three translations and two rotations. We think

it is important to point out that, without the bond angle constraint, the (flexible angle) model would

acquire two extra degrees of freedom, an angle bend and a rotation around the long O-C-O axis. This

latter degree of freedom has a vanishingly small moment of inertia associated with it and thus couples

very poorly to the other degrees of freedom. This leads almost inevitably to a non-equipartition of kinetic

energy in a classical MD simulation. Although this point has been known about for over 25 years, it has

tended to be forgotten in recent times.104-106

The loose-coupling procedure was used to maintain the temperature and pressure close to the

required value.107,108 A loose coupling relaxation time of 0.1ps was used for temperature and 5 ps for the

pressure. The Ewald summation method109 was used to calculate the electrostatic interactions. In all cases

the three parameters controlling the convergence of the Ewald sum: Rc, the real space cutoff, Kmax, the

maximum integer defining the range of the reciprocal space sum, and α, the separation parameter, were

optimized in order to give an agreement of less than 1 bar between the direct and indirect calculations of

the Fourier space contribution to the pressure.98,110

The Lennard-Jones 12-6 form was used to represent all the Van der Waals interactions with the

Lorentz-Berthelot combining rule for unlike atom types; σ AB =
σ AA +σ BB

2
 and εAB = εAAεBB . The same

real space truncation radius was used as optimized for the real space part of the Ewald sum. In all cases Rc

exceeded 10 Å. Standard long range corrections were made systematically to the Lennard-Jones 12-6
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potential contributions to the energy and pressure by assuming that the radial distribution functions were

unity for distances greater than Rc.

2.3 Pure polyimides

Most details of the preparation of the relaxed models of the pure polymers have already been

reported elsewhere73 so only a brief outline will be presented here. The hybrid pivot Monte Carlo –

molecular dynamics (PMC-MD) single-chain sampling technique was used to generate the initial

conformations of the different types of polymer chains at temperatures just above their respective glass

transition (Tg), i.e. 700 K for 6FDA-6FpDA and 6FDA-DAM and 600 K for 6FDA-6FmDA. Each chain

contained 50 repeat units. Two different sizes of polymer matrices, 3-chain (~10,000 atoms) and 6-chain

(~20,000 atoms), were prepared for each type of polymer by inserting the required number of

independently-generated chains into a periodic MD box of a size corresponding to the experimental

density at 298 K. Excluded volume was then introduced gradually. The simulation boxes with the

complete potential switched on were then allowed to relax under NVT (constant number of atoms,

constant volume, and controlled temperature) conditions for 500 ps and then cooled down to 298 K at the

rate of 1 K/ps. After a short NVT relaxation at 298 K the simulation boxes were allowed to relax under

NPT (constant number of atoms, controlled pressure and temperature) conditions for 3 ns. These relaxed

samples at 298 K were the subject of precedent article.73 All three polymers had good agreement with the

available experimental density. Their X-ray diffractograms, fractional free volumes and Hildebrand

solubility parameters were also calculated and validated against available experimental results. The

intermolecular and intramolecular interactions and void space distributions were also analysed.

In general, experimental sorption studies of carbon dioxide in to polymers are performed above

the critical temperature of CO2 (~304 K). For this reason the configurations at the end of the MD

simulations at 298 K were first heated to 308 K, at the rate of 1 K/ps, and then the simulations were

continued under NPT conditions for a further 4ns. The resulting relaxed samples at 308 K were then used

as the starting points for all subsequent sorption studies.
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2.4 Pure carbon dioxide

The optimized all-atom potential parameters reported by Zhang and Duan101 were utilized to

simulate CO2. This potential is reported to reproduce the liquid-vapour coexistence properties of carbon

dioxide over a wide range of temperatures and pressures and predicts a critical temperature in good

agreement with the experimental value of 304 K. As explained above, in this work it is required to know

for this model of CO2 the equilibrium pressure, density and excess chemical potential of the vapour along

the 308 K isotherm. This is effectively the vapour phase which we consider to be in equilibrium with the

gas sorbed in the polymers. MD simulations on systems of 512 molecules were carried out for 4 ns under

NVT conditions using volumes determined by interpolation from the experimental data of Span and

Wagner.111 The last 3 ns of these simulations were used to obtain the corresponding average properties

including the pressure.

2.5 Carbon dioxide uptake into polyimides

The calculation of the sorption isotherms were started with pure polyimide matrices at 308 K and

as a first guess the equilibrium pressures were set to 1 bar. Random insertion of CO2 molecules into

systems containing the polyimides can lead to large overlaps and even ring spearings. In order to avoid

this, an equilibrated dense system of CO2 at approximately 1000 kg /m3 was prepared in a box of the same

size as the polyimide-containing simulation boxes; these could be either pure or systems already

containing polyimide and CO2. The CO2 and polyimide containing simulation boxes were superimposed

and the CO2 molecules were ranked by order of the least number of overlaps with the atoms already

present. The desired number of CO2 molecules were then inserted into the polyimide containing systems

from those that overlapped the least. After the insertion of CO2, a short minimization is required to

remove the remaining small overlaps and then the systems were equilibrated under NVT conditions for 50

ps then switched to NPT conditions for the production run. Most simulations were initially run for 4000

ps under NPT conditions at the initial guess pressure of 1 bar of which the final 3000 ps were used to
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calculate the averages including the excess chemical potential. An estimation of the pressure of CO2

vapour that has to be applied to obtain the imposed uptake was then obtained using the technique

described in Section 2.1. If this pressure exceeded 10 bar, i.e. sufficently different in MD terms to the

initial pressure, then this pressure was applied in a second NPT simulation of 3 ns, starting from the end

of the first production run. The average excess chemical potential from this second run was then used to

check for convergence of the iterative method. Within errors the left and right hand sides of Eq. 3 were

the same for all these systems after just one iteration. In effect, the first estimate of the equilibrium vapour

pressure obtained from the simulations at 1 bar was already quite reasonable.

To mimick the experimental approach, and to avoid the necessity of pre-swelling the polyimide

containing systems, CO2 loading was carried out in a progressive way. Pure polyimide samples were

initially loaded with an amount of CO2 corresponding to ~1% of the mass of the pure polyimide systems;

in the ~10000 atoms systems, this corresponds to 25 molecules in the case of 6FDA-6FpDA and 6FDA-

6FmDA and 19 molecules in the case of 6FDA-DAM. To obtain higher loadings copies of configurations

at the preceding loading were made after 500 ps of the corresponding NPT simulation, a time sufficient to

allow most of the volume swelling to occur. These copies were then used to start off simulations at higher

loadings by adding a further ~2% by mass of CO2, i.e. 50 molecules in the case of 6FDA-6FpDA and

6FDA-6FmDA and 38 molecules in the case of 6FDA-DAM for the ~10000 atoms systems. This

procedure of adding 2% by mass was continued up until 25% of CO2 had been added. Note that the

simulations at 9% and 13% of CO2 were not systematically extended for all systems beyond the 500 ps

necessary to relax the systems for the next addition of 2%. Given the relatively small changes in pressure

in this region the simulations at 9% and 13% were considered superfluous. Results for each type of

polyimide were averaged over three independent systems.

2.6 Carbon dioxide unloading from polyimides

As hysteresis has been seen when performing desorption experiments after conditioning

samples,41,42,44,45,81 it was considered interesting to obtain the unloading curves from the model systems. In
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real experiments the applied vapour pressure of CO2 is the controlled variable and data exist for

desorption curves startingfrom systems held at 60 bar.41 For the 6FDA-DAM systems further loading, in

2% increments, up to ~31% was first required so as to attain a pressure of ~60 bar. The number of CO2

molecules in the samples was then adjusted, on the basis of the sorption curves, in order to have an

amount that corresponded to a pressure of ~60 bar. In terms of the mass of the pure polyimide systems,

this was about 24.3%, 23.1% and 31.1% of CO2 for 6FpDA, 6FmDA and 6FDA-DAM, respectively. As

for the insertions, removal of CO2 was also done in a progresive stepwise procedure. As for the loading

curves, copies of the configurations obtained after 500 ps of NPT simulation were taken, a further 2% of

the CO2 was removed,  and the resulting configurations were used as the initial configuration at the lower

amount. The removal was continued all the way back down to the pure polymer matrices. Most of these

simulations were carried out for 4 ns with averages obtained from the last 3 ns. The pressure in these

desorption simulations was set to 1 bar so as to have direct comparisons with the uptake simulations.

Given the results for the uptake curve, the corresponding equilibrium vapour pressures of the gas for the

desorption were mostly obtained from the first estimate. Checks made on some systems again confirmed

that this was in agreement with the converged values. The results presented are for just one sample for

each type of polyimide.

2.7 Test particle insertion using excluded volume map sampling

In this work a test particle insertion (TPI) method employing a variant of the excluded volume

map sampling (EVMS) approach 112,113 was used to calculate the excess chemical potentials of CO2 in the

pure polymer, polymer plus CO2, and pure CO2 systems. In the EVMS technique a large amount of the

occupied space is pre-eliminated before particle insertions are attempted in order to improve the

efficiency compared to purely random insertions. The details of this approach have been documented

elsewhere 98 hence only a short description is presented here.

In the method, the MD box is first divided up into a number of subcells on the basis of an input

subcell width, dgrid. As the MD box is not necessarily cubic and the number of subcells in each direction
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has to be an integer, the subcells are constructed internally on the basis of this subcell width. In a second

step, each atom in the system is visited and all subcells that fall entirely within a critical radius, wcut, of the

atom are mapped out, i.e. wcut represents the "excluded" volume of an atom. Particle insertions are then

made by randomly choosing one of the "mapped-in" subcells and then randomly placing and orientating a

probe molecule within the chosen subcell. In this way occupied space can be pre-eliminated whilst

preserving the advantages of a Monte Carlo sampling of space. The actual amount of space mapped out

depends on wcut and the dgrid parameters. A finer grid will pre-eliminate more space at the cost of a larger

overhead in terms of memory and CPU time required to set up the map for each configuration. As the

EVMS method performs a biased sampling of the space the results have to be corrected for the bias. This

is done by simply assuming that exp(-ΔΦ/kT) in the mapped-out cells is zero in which case true averages

are approximated by multiplying by the ratio of the number of mapped-in cells to the total number of

cells.

The difficulty with this EVMS method is knowing a priori what an appropriate value of wcut

should be for a particular system. For this reason different values of wcut have to be first tested in a mode

where trial insertions are made into the "mapped-out" cells, i.e. those nominally occupied by the particles

present in the system. If the value of wcut is appropriate then insertions into mapped-out cells should

always give large positive (unfavourable) energy changes. However, should a favourable insertion be

made (ΔΦ ≤ 0) then the test has failed and a smaller value of wcut has to be tried. In this way wcut can be

optimized, so as to pre-eliminate as much space as possible, without allowing favourable insertions in the

mapped-out subcells. In this work many tests were made and appropriate values were found to be wcut = 2

Å and dgrid = 0.5 Å for the case of CO2 in the polyimides .

At best an EVMS method can improve the efficiency of a particle insertion approach by a factor

of the total volume divided by the mapped-in volume, e.g. a factor of 20 if 95% of the space is considered

occupied; in practice the overheads associated with pre-eliminating 95% of the space are not negligible.
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Claims to factors of improvement of EVMS over conventional particle insertion greater than 20113 should

probably be treated with some skepticism.

In the case of a charge neutral probe molecule, like carbon dioxide, there is a subtle point to

consider concerning the calculation of the energy difference. In principle the energy difference we require

is just the interaction of the test particle with the real particles already present. If the Ewald summation is

used to obtain the Coulombic part of this energy difference, using ΔΦc=Φc(N+1)-Φc(N), there is a

problem in that intrinsically the Ewald sum contains contributions from probe molecule interactions with

images of itself and interactions of real particles with images of the probe molecule. The interaction

energy of the probe with images of itself are removed in our code by performing the Ewald sum on the

probe molecule alone in the MD box. However, this does not remove interactions of real particles with

images of the probe so the energy difference does not strictly correspond to that of the interaction of one

probe with an infinite array of real particles. As the probe molecules are relatively small in size and

charge neutral this term is probably not of any importance in practice.

Although the EVMS method has been verified against the standard random insertion approach in

the case of the Lennard-Jones fluid, it was considered prudent to first make a check in the case of carbon

dioxide, in particular given the significant partial charges on the atoms of these molecules. The system

chosen to make the test was pure liquid CO2 at 290 K at a density of 804.722 kg m-3, i.e. close to the

liquid-vapour coexistence curve. This represents a reasonably stiff test of the EVMS method as although

a significant amount of CO2 can be absorbed by the polymers in question at 308 K, it is unlikely that the

local density of CO2 exceeds that of the pure liquid at 290 K. A system of 512 molecules of CO2 were,

thus, equilibrated in a cubic MD box at a density of 804.722 kg m-3 at 290 K. Configurations from an

NVT production run of 300 ps were stored every 1 ps and these were then used to make the EVMS

particle insertion tests. For the case of pure carbon dioxide at 290 K it was found that a wcut = 2.4 Å could

be used. A value of dgrid = 0.1 Å was also used and this led to about 77% of the space being mapped out.



-17-

With a required density of test particle insertions of 10 Å3 this resulted in just over 100000 test insertions

per configuration. The validation of the EVMS method was first made by comparing the Boltzmann

factor weighted radial distribution functions accumulated during the test particle insertions, to those

obtained from the production simulation itself. Figure 2 shows the comparison in the case of carbon-

carbon interactions. Although not shown, similar excellent agreement was obtained for the carbon-oxygen

and oxygen-oxygen interactions.

0.0
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r / Å
Figure 2. Intermolecular radial distribution functions, g(r), obtained for actual C...C interactions from

stored configurations (solid line) from the MD simulation of pure liquid CO2 at 290 K

compared to those obtained by Boltzmann factor weighting test particle – actual particle

interactions (CTP
...C) during the EVMS particle insertion tests (circles) on the same set of

configurations.

As a confirmation of the results for the radial distribution functions, the Boltzmann weighted average

insertion energy of the CO2 test particle, <ΔΦ exp (-ΔΦ/kT)>/<exp (-ΔΦ/kT)> = -17.06±0.03 kJ mol-1 (of
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CO2), compared well to that inferred from the average total potential intermolecular energy in the MD

simulation, -17.02±0.02 kJ mol-1 (of CO2). It is thus reasonable to conclude that the EVMS test particle

insertion technique is reliable for CO2.

3. Pure carbon dioxide vapour at 308 K

From the MD simulations on systems of pure CO2 in the vapour phase, the excess chemical

potential was extracted using the EVMS test particle insertion method from the configurations stored over

the last 3 ns of the corresponding simulations. The results obtained are plotted as a function of the average

pressure, obtained from the same simulations, in Figure 3. The excess chemical potentials calculated

directly from test particle insertions were compared with the values obtained from the following equation,

based on a knowledge of the equation of state (see Annex),
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where ρig and Vig are the density and volume of the corresponding ideal gas. In Eq. 7 it is assumed that

there exists a sufficiently low pressure, Plow, that the gas behaves in an ideal manner and thus

thedifference in the actual and ideal volumes disappears in the integral. For the model of CO2 used here,

even at the lowest pressures simulated, there existed some deviations from ideality. As volume is

(roughly) inversely proportional to pressure the difference in volume at low pressures rapidly become

very significant, thus rendering the use of Eq. 7 subject to a certain degree of error. This problem

manifests itself in an offset of the curve at low pressure which is obviously present at all higher pressures.

Nevertheless the comparison shown in Figure 3 is reasonably consistent. For all subsequent calculations

involving the excess chemical potential of the vapour phase we stress that the values obtained directly

from the test particle insertion approach will be used.
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Figure 3. The excess chemical potential of carbon dioxide in the pure vapour phase at 308 K. Results

for the direct evaluation of the excess chemical potential using the EVMS test particle

insertion method (circles) are compared to the results obtained using the equation of state

approximation given in Eq. 7 (line).

4 Carbon dioxide uptake into polyimides

In this section we present and discuss the results of the simulations described in Section 2.5 in

which carbon dioxide is progressively loaded into the three types of polyimides and the equilibrium

pressure of CO2 corresponding to the imposed quantity of CO2 is obtained through the iterative technique

described in Section 2.1. All results in this section are averaged over three independent systems for each

of the three types of polyimides.
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4.1 Sorption isotherms

The results obtained using the iterative method described above for the equilibrium external gas

pressure corresponding to the numbers of CO2 molecules inserted into the different polymers are shown

in Tables 1, 2, and 3. The true concentrations of gas in the polymer have been expressed as the ratio of the

"volume" of gas absorbed by a certain volume of polymer

 C(P) = 
Vp

STP (P)
V (P)

 =  
np (P) kB  T STP

V (P)PSTP (8)

The volume Vp
STP  is the volume that the np(P) molecules of gas absorbed in the polymer would occupy if

the gas were ideal and at the standard temperature and pressure (TSTP=273.15 K; PSTP=1.01325 bar)

conditions and V(P) is the true volume of the polymer. However, in order to compare with the usual

experimental practice, the nominal concentrations of the gas in the polymer at the different pressures,

C0(P), have also been calculated using the following definition

 C0 (P) = 
Vp

STP (P)
V0

 =  
np (P) kB  T STP

V0P
STP  

(9)

where V0 is the corresponding volume of the pure polymer, i.e. before any gas has been absorbed. In

reality the true volume of the polymer, V(P), changes as a function of the applied gas pressure as it

absorbs more and more gas but most experiments do not measure simultaneously the volume of the

polymer and the gas uptake. For completeness both the true and nominal concentrations are given in the

tables. From the converged value of the pressure, P, the corresponding true and nominal solubility

coefficients can be defined as, S(P)=C(P)/P and S0(P)=C0(P)/P, respectively. These values are also given

in the tables. Finally, to check the consistency of the iterative approach, the solubility coefficient as

obtained from the test particle insertion method has also been calculated, STPI(P). Using Eqs. 5 and 8 we

can write
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  C(P)
P

 =  
np (P) kB  T STP

V (P)PPSTP =
ρ p (P) kB  T STP

PPSTP =
S p (P)ρg (P) kB  T STP

Sg (P)PPSTP ≡ STPI (P) (10)

thus eliminating the explicit appearance of the concentration of gas in the polymer from the expression

for the solubility coefficient. In the limit that P tends to zero the ideal gas law can be invoked in which

case the number density in the gas phase can be replaced by ρg(P)=P/kBT and the solubility in the gas

phase becomes unity, Sg(P)=1, so Eq. 10 becomes

lim
P→0

 STPI (P)=
S p (P) P

kB  T
 kB  T STP

Sg (P)PPSTP =
S p (P) T STP

TPSTP (11)

TPI derived estimations of the solubility coefficients are also given in the tables. For all non-zero

pressures Eq. 10 was used and estimates at zero pressure were from Eq. 11.
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Table 1. Average results of the sorption isotherm MD simulations at 308 K on 6FDA-6FpDA. The

averages are taken from three independent systems. The approximate mass percentages of

CO2 are given as obtained from the actual number of molecules inserted into the polymers.

The corresponding true and nominal concentrations of gas in the polymer are shown in units

of cm3(STP) cm-3 of polymer (true or pure polymer volume). The pressure given is that

estimated to be the equilibrium external vapour pressure of CO2 which would have to be

applied to give the imposed concentrations of CO2 in the polymer. The true and nominal

solubility coefficients are given as well as the solubility coefficient estimated from the EVMS

test particle insertion analysis (Eq. 10 or 11) in units of cm3(STP) cm-3 bar-1. Error bars are the

standard errors over the three independent systems.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

0 0 0.00 0.00 0 - - 124±4
1 25 7.52±0.02 7.51±0.02 0.08±0.01 98±8 98±8 102±2
3 76 22.8±0.1 22.8±0.04 0.23±0.06 117±37 117±37 77±2
5 127 38.1±0.1 38.11±0.06 0.68±0.03 56±3 56±3 56±3
7 177 52.7±0.2 53.11±0.09 1.5±0.1 37±2 37±2 37±2

11 278 81.5±0.3 83.5±0.2 5.2±1.0 17±4 18±4 17±4
15 380 108.4±0.5 114.1±0.2 12±2 9.7±1.6 10.2±1.7 9.4±1.9
17 430 120.5±0.3 129±0.2 29±2 4.2±0.2 4.5±0.3 4.2±0.2
19 481 132±1 144±0.3 38±5 3.6±0.4 3.9±0.4 3.5±0.4
21 531 143±1 159±0.3 41±14 4.3±1.2 4.8±1.3 4.2±1.2
23 582 154±1 175±0.4 41±9 4.1±0.9 4.7±1.1 4.2±1.1
25 633 164±1 190±0.4 76±15 2.3±0.4 2.7±0.5 2.2±0.4
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Table 2. As Table 1 for 6FDA-6FmDA.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

0 0 0.00 0.00 0 - - 116±10
1 25 7.55±0.01 7.59±0.02 0.08±0.01 100±18 100±18 101±11
3 76 22.9±0.01 23.1±0.1 0.21±0.04 120±30 121±30 82±5
5 127 38.2±0.1 38.5±0.1 0.69±0.06 56±5 57±5 54±4
7 177 52.9±0.2 53.7±0.1 1.39±0.15 39±4 39±4 39±4

11 278 81.4±0.2 84.4±0.2 4.9±1.1 18.7±5.1 19.4±5.2 19±5
15 380 107.9±0.3 115.3±0.2 11.4±3.2 10.8±2.4 11.6±2.6 11±2
17 430 120.1±0.3 130.5±0.3 16.4±3.1 8.0±1.8 8.7±2 8.2±1.8
19 481 132.0±0.5 145.9±0.3 32±7.5 4.7±1.3 5.2±1.5 4.7±1.0
21 531 143±1 161.1±0.3 58±5.5 2.5±0.3 2.9±0.3 2.6±0.3
23 582 155±1 176.6±0.4 59±2.5 2.6±0.1 3.0±0.1 2.5±0.1
25 633 165±1 192.0±0.4 100±0.6 1.65±0.01 1.92±0.01 1.7±0.2

Table 3. As Table 1 for 6FDA-DAM.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

0 0 0.00 0.00 0 - - 121±9
1 19 6.71±0.02 6.70±0.03 0.07±0.01 92±9 92±9 106±10
3 57 20.07±0.06 19.74±0.08 0.20±0.05 124±43 122±43 81±3
5 95 33.43±0.09 33.5±0.1 0.54±0.01 62±1 62±1 64±4
7 133 46.6±0.1 46.5±0.2 0.92±0.07 51±4 51±4 49±3

11 209 72.4±0.2 73.7±0.3 3.0±0.4 25±4 25±3 25±3
15 285 96.6±0.3 100.5±0.4 10.4±2.4 10.1±1.9 11±2 10.2±1.6
17 323 107.7±0.3 113.9±0.4 11.8±1.1 9.3±1.0 9.8±1.0 9.5±0.7
19 361 118.3±0.5 127.3±0.5 13.8±2.6 9.2±1.6 9.9±1.8 9.4±1.4
21 399 128.8±0.4 140.7±0.6 28.9±4.9 4.7±0.7 5.2±0.8 6.7±1.2
23 437 139.3±0.2 154.1±0.6 26.9±3.1 5.3±0.7 5.9±0.7 5.1±0.1
25 475 149.1±0.3 167.4±0.7 40±5 3.9±0.6 4.3±0.7 3.6±0.4
27 513 158.1±0.5 180.8±0.7 46±3 3.5±0.2 4.0±0.3 3.6±0.2
29 551 166.0±0.3 194.2±0.8 41±5 4.2±0.6 4.9±0.7 4.0±0.6
31 589 175.4±0.5 207.6±0.8 57±11 3.3±0.5 3.9±0.6 3.1±0.3

The results shown in Tables 1-3 demonstrate the robustness of the iterative technique. In general

the equilibrium pressure is found to increase smoothly with loading, as one would expect. Slight

variations in the average trend result from statistical noise. The reduction in the difference in the slopes of
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the quantities µex
p (P1) − µex

g (P)  and kT ln ρg (P)
ρ p (P1)

 at the higher pressures also leads to less precision on

the point of intersection. At the lowest imposed concentrations of gas in the polymers, the equilibrium

pressures were below the ~0.5 bar lower limit of the explicit simulations of the pure gas. In these cases

linear interpolations have been used to obtain the excess chemical potential and the density of the gas

phase on the basis that the excess chemical potential and the density of the gas phase both tend to zero as

the pressure tends to zero.

Figure 4 shows the average sorption isotherms of the three polyimides in terms of the nominal

concentration, C0(P). The smooth curves plotted through the data are non-linear least squares regression

fits to the dual mode sorption (DMS) model

 C0 (P) = kD  P + CH
' bP 

( 1 +  b P)
 ⇒ S0 (P)=C0 (P)

P
 = kD   + CH

' b 
( 1 +  b P)

 (12)

The DMS model is still a popular way of fitting such data even though careful analyses of experimental

data obtained over increasing pressure ranges show clearly that the "constant" parameters (kD , C'H and b)

are not at all constant but vary systematically with the pressure range used.114 Also shown in Figure 4 are

some corresponding experimental data taken from the literature. In general the experimental data obtained

for the greatest range of pressure has been chosen to make the comparison. In the case of 6FDA-6FpDA

this was the data of Coleman & Koros41 which was found to be in good agreement with the data of Wang

et al.48 and Hibshman et al.59 For 6FDA-6FmDA the data was again taken from the work of Coleman &

Koros41 which was again consistent with later work published by the same authors.42 For 6FDA-DAM the

only experimental data that was found at a range of pressures was that of Wind et al.115 Hölck et al. have

performed a single sorption measurement of CO2 in 6FDA-DAM at a pressure of 10 bar and at 308 K.79

Their reported nominal concentration of 81.4 cm3(STP) cm-3 at 10 bar is somewhat higher than that also

found experimentally by Wind et al.115 and lower, by about the same amount, than our simulation result.
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Figure 4. A comparison of CO2 sorption isotherms of 6FDA-6FpDA, 6FDA-6FmDA and 6FDA-DAM

at 308 K as obtained from the simulations reported here and experimental data taken from the

papers of Coleman & Koros41 (6FDA-6FpDA and 6FDA-6FmDA) and Wind et al.115 (6FDA-

DAM). The nominal concentrations (Eq. 9) are plotted as a function of the partial pressure of

carbon dioxide. Smooth lines through the data are non-linear least-squares regression fits to

the concentration form of the dual mode sorption model (Eq. 12). For clarity error bars on the

pressure in the simulation data have been omitted.

There is a marked contrast in the behaviour of the concentration with pressure between simulation

and experiment. The simulation data all show a very rapid and very similar increase in concentration at

low pressures whereas the experimental data increase at a much slower rate and differences between the

polymers are evident at much lower pressures. At higher pressures the faster rate of increase of the

concentration of CO2 in 6FDA-DAM is clear to see in the simulation data although a difference between

6FDA-6FpDA and 6FDA-6FmDA is not evident until above 60 bar. The models thus predict the same

trends as experiment but the two isomers behave in a more similar way than actually found.
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The notably more rapid increase in concentration with pressure implies higher solubilities in the

models. This is apparent in Figure 5 where the corresponding nominal solubilities have been plotted.
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Figure 5. As Figure 4 for the nominal solubilities. Note the logarithmic scale on the y axis. Smooth

lines through the data are non-linear least-squares regression to the solubility form of the dual

mode sorption model (Eq. 12); we note in passing that the best fit DMS parameters depend on

whether solubility or concentration curves are fitted. For clarity error bars on the pressure in

the simulation data have again been omitted.

The limiting zero pressure solubilities in the model systems are all high and quite close (120±10

cm3(STP) cm-3 bar-1) compared to the experimental results:- ~21 for 6FDA-6FpDA, ~14 for 6FDA-

6FmDA, and ~36 for 6FDA-DAM, as estimated from the best fit DMS parameters

( S0 (P→ 0)= kD   + CH
' b ). Model solubilities drop very sharply in the 0-20 bar pressure range and thus

approach progressively the experimental values. For 6FDA-DAM the agreement is especially good with

both model and experiment having limiting high pressure nominal solubilities of ~4 cm3(STP) cm-3 bar-1.
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In the cases of 6FDA-6FpDA and 6FDA-6FmDA the model solubilities remain higher but only by a

factor of about 2. It would thus seem that the models predict better the limiting (Henry's law) sorption but

rather overestimate the initial (Langmuir-like) uptake. In the rest of this section we investigate and

speculate on some of the reasons that may lie behind these discrepancies in the infinite dilution limit.

First of all, it is not unusual for empirical force field based molecular simulations to overestimate

solubilities of gases in polymers or, more specifically, CO2 in polyimides. Heuchel et al. have published

estimates of limiting low-pressure solubilities of a single interaction centre model of CO2 in a number of

polyimides.62 These are consistently higher than the quoted (partial pressure of CO2 unspecified)

experimental values. For example for 6FDA-6FpDA a model solubility of 106±18 cm3(STP) cm-3 bar-1 is

obtained, i.e. within errors the same as that found here, and for 6FDA-DAM a value somewhat lower of

68±5 cm3(STP) cm-3 bar-1 was found.Unfortunately the details of the cross interactions between the single

Lennard-Jones 12-6 site model of CO2 and atoms in the polyimides are not specified. The pure polyimide

being modelled using the COMPASS force field, i.e. with Lennard-Jones 9-6 potentials, it is not at all

obvious what combining rule has been used. Nevertheless, to assess the effect of changing from an all-

atom model of CO2 with partial charges to a single neutral spherical representation, the solubilities of a

single Lennard-Jones site model (σ=4Å, ε/kB=226.23 K)62 in our pure PI systems have been calculated

using the TPI method. The resulting average solubility coefficients were:- 450±40, 382±13, and 354±22

cm3(STP) cm-3 bar-1, for 6FDA-6FpDA, 6FDA-6FmDA, and 6FDA-DAM, respectively. The considerably

higher solubilities obtained suggest that the spherical representation of CO2 is poorly adapted for such

studies. Further tests using the single LJ site potential parameters optimized for supercritical CO2 of Iwai

et al.116(σ=3.72Å, ε/kB=236.1 K) gave the resulting average solubility coefficients:- 253±7, 220±5, and

198±6 cm3(STP) cm-3 bar-1, for 6FDA-6FpDA, 6FDA-6FmDA, and 6FDA-DAM, respectively. Again

these are rather high.
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A persistent concern in empirical force field based simulations is the parametrization of the Van

der Waals part of the cross interactions, in particular in this case between the gas and the polymer. In

general the force fields for the pure systems, polymer or gas, are developed independently with little or no

attention paid to optimizing the gas-polymer interactions. Empirical mixing rules, such as the Lorentz-

Berthelot ones used here, are known to have their limitations even for mixtures of rare gases.117 Previous

molecular level simulations of Helium in polyimides have investigated the effect of the cross-interactions

by comparing different combining rules and concluded that this can influence solubilities and diffusion.118

In order to estimate the degree of such effects in the case of carbon dioxide, the TPI calculations on the

pure polymer systems have been repeated using the Waldmann-Hagler117 combination rules:-

σ AB =
σ

AA

6 +σ
BB

6

2
⎛

⎝⎜
⎞

⎠⎟

1
6

 and εAB = εAAεBB
2σ

AA

3 σ
BB

3

σ
AA

6 +σ
BB

6

⎛

⎝
⎜

⎞

⎠
⎟ , for just the CO2-polymer interactions. The resulting

TPI solubility coefficients were:- 97±3, 88±7, and 92±6 cm3(STP) cm-3 bar-1, for 6FDA-6FpDA, 6FDA-

6FmDA, and 6FDA-DAM, respectively. Compared to the corresponding values obtained using the

Lorentz-Berthelot combination rules (Tables 1-3) these are between 20-25% lower, which is significant

but still somewhat higher than the experimental values.

A further concern in the case of the three site model of carbon dioxide is the value chosen for the

partial charge on the carbon atom; which by electroneutrality sets the value for the oxygens, qO=-qC/2.

This value is optimized to best represent the properties of pure carbon dioxide.101 It is not obvious,

however, whether the same value should be used in the case of infinite dilution where the CO2 molecule

is only surrounded by polymer. Although it might be feasible to perform ab initio calculations to estimate

the influence of the local environment on the charge distribution, an idea of the dependence of the

solubility on this parameter can be obtained by simply scaling down the partial charges on the CO2

molecule used as the test particle in the TPI calculations on the pure polymers. The results of some tests

on just one system of a relaxed 6FDA-6FpDA system at 308 K are shown in Table 4. Scaling down the

charges naturally reduces the interactions with the polymer atoms and leads to lower solubilities.
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However, even if the partial charges are set to zero the solubility is still overestimated. Considering that

experimental measurements of the quadrupole moment of CO2 in the gas phase lead to even higher

estimates of the partial charge on the oxygen atoms of -0.32 e,119 it seems unlikely that this can be the

prime cause.

Table 4. Influence of the partial charge distribution in the three site model of carbon dioxide on the

solubility coefficient. The results of EVMS TPI calculations on just one pure relaxed system

of 6FDA-6FpDA at 308 K are shown.

Charge scaling factor

%

qC / e qO / e TPI Solubility /

cm3(STP) cm-3 bar-1

100 0.58880 -0.29440 122

90 0.52992 -0.26496 102

80 0.47104 -0.23552 89

70 0.41216 -0.20608 79

0 0 0 55

Experimentally it is largely accepted that the solubility of gas molecules in polymer membranes is

governed by the hole-filling mechanism at low gas pressures.41,42,120 The amount of fractional free volume

(FFV) available for gas sorption is the principle factor determining the solubility at low pressures.41,42 In

molecular models we can be certain that the FFV is completely available for CO2 sorption. In

experiments, however, it is possible that residual solvent molecules, or other contaminants, are present

inside the membrane and these ultimately reduce the amount of CO2 sorption.121-123 Other experimental

factors such as aging of the polymers, preparation method and solvent used to cast polymer membranes

also have an impact on FFV and hence on solubility.43 The thermal hysteresis also has a noticeable impact
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on gas transport; there are chances of excess FFV get trapped within the polymer matrices because of the

thermal treatments close to Tg.44,81

Physical aging of polymers generally leads to densification as the non-equilibrium free volume is

gradually reduced.124 Experimentally, the consequences of this have been measured in terms of the drop in

solubility of CO2 in aged samples of, for example, 6FDA-durene polyimide125 and polycarbonate126 and

correlated to the reduction of the Langmuir component of the solubility. In these cases changes in

solubility are at least of the order of 10% over aging periods ranging from hundreds of hours to hundreds

of days. It is not obvious, however, to determine from these results the effects physical aging has on

going from the MD simulation timescale of a few nanoseconds to a real experimental timescale of a few

hours or days. Attempts to address this issue have been made using molecular simulations by generating

polymer models at different densities corresponding to the known age-dependent experimental

densities.127 However, the correspondence between generating samples at different densities and then

simulating them under constant volume conditions in order to maintain the initial density, i.e. at different

pressures, and true physical aging, i.e. samples held at constant  pressure for long periods, is not at all

obvious. Such studies are more equivalent to studying the pressure dependence of solubility on freshly

generated samples. The structural changes that lead to the densification that occurs with aging at constant

pressure are not necessarily the same as those that occur under compression. Until this problem is tackled

in a more satisfactory way it will remain difficult to quantify the effect aging from the nanosecond to

experimental timescales has on solubility of gases in amorphous polymers. In this respect physical aging

remains a factor that could well explain, at least in part, the discrepancies in the limiting low

concentration solubilities.

4.2 Volume swelling

Penetrant-induced volume dilation is known to occur in the case of carbon dioxide sorption in

glassy polymers.128 Dilation experiments are often performed using a different apparatus than the sorption

experiments so measuring volume changes with respect to gas concentration is inevitably subject to some
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added uncertainty.38,85,129 However,  Wang et al.130-132 have made concurrent measurements of sorption,

dilation, and diffusion of CO2 in polysulfone and polybenzylmethacrylate and Hölck et al. have

performed a concurrent sorption and dilation measurement of CO2 in 6FDA-DAM at 308 K at a pressure

of 10 bar.79

In simulations carried out in periodic boundary conditions the dilation can be measured as a

function of mass uptake directly. The volume swelling induced by CO2 is directly measured from the

differences in volumes of the polymer matrices containing different concentration of CO2 with respect to

pure polyimide matrices.

%Volume Swelling =
(V (P) −V0 )

V0

×100 =
ΔV (P)
V0

×100 (13)

Figure 6a shows the relative volume swelling during loading of the different systems as a function of the

nominal concentration of CO2.
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Figure 6. Average volume swelling induced at 308 K in the models of 6FDA-6FpDA, 6FDA-6FmDA

and 6FDA-DAM by sorption of CO2 plotted as a function of:- (a) the (pressure-dependent)

nominal concentration of CO2 and (b) the pressure. The lines in (b) are linear least-squares fits

to the form of Eq. 15. For clarity the error bars on the pressure have been omitted from (b).
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In general the swelling behaviour as a function of the gas concentration in these model polyimides is one

in which the initial gas uptake causes little volume expansion. Thereafter there is a gradual transition to

an almost linear increase in volume at higher concentrations. The slight differences between the model

polymers in the volume swelling vs. concentration curves can be attributed to the differences in their

FFV.73,120 The denser packing and lower FFV (0.167) of the 6FDA-6FmDA polyimide leads to a slightly

higher volume dilation in the low and intermediate CO2 concentration range. With a higher FFV (0.176)

6FDA-6FpDA dilates less than the 6FDA-6FmDA isomer in the same concentration range. In 6FDA-

DAM the packing is disrupted by the methyl substituents in the diamine part that give rise to the highest

FFV (0.178) of the three but this is only marginally higher than that of 6FDA-6FpDA and does not lead to

significant differences in volume swelling. At the higher concentrations the volume swelling behaviour

seems to converge. The limiting slopes at high concentration can be related to the partial molar volume of

CO2

∂V (n)
∂n

=
∂ ΔV

V0

⎛
⎝⎜

⎞
⎠⎟

∂C
RT STP

PSTP (14)

and within errors these are all about 30±2 cm3 mol-1 in the three polyimides. This value is somewhat

lower than the average partial molar volume of CO2 in a number of organic solvents of 46 cm3 mol-1.133

However, it is very similar to the range of values (27-31 cm3 mol-1) reported for 6FDA-DAM-based cross-

linked copolymers45 and compares well also to the values found at short times for the dilation of

polysulfone and polyethersulfone.129

To our knowledge the only published experimental data concerning the CO2-induced volume

dilation of any of the three particular polyimides studied here is the one concurrent sorption and dilation

measurement made on 6FDA-DAM by Hölck et al. at a pressure of 10 bar and at a temperature of 308

K.79 Their result of 6.13% volume dilation compares to our value of ~4% at a pressure of ~10 bar.

However, if the comparison is made at the same nominal concentration of CO2 instead (~80 cm3(STP) cm-
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3) then our result is somewhat lower at ~2%. The greater amount of swelling seen in experiment is

consistent with other findings. Wessling et al. have carried out separate dilation and sorption experiments

on related 6FDA-based polyimides.85 Unlike our results, they find that dilation starts at very low nominal

concentrations, ~10 cm3(STP) cm-3 based on an extrapolation to zero dilation of the data given in Figure

5c of Ref.85, reaching values of ~3% at a nominal concentration of ~50 cm3(STP) cm-3; compared to about

80-90 cm3(STP) cm-3 in the model systems (Figure 6a). It is not possible to say whether the fact that the

sorption and dilation experiments were done separately, with a different pressure loading protocol,

influenced the results. Concurrent measurements of sorption and dilation of CO2 by polysulfone and

polybenzylmethacrylate  indicate that dilation occurs immediately.130-132 There are fundamental

differences, however, between the experiments and the simulations in the way the loading is performed.

In the experiments the CO2 enters the membrane from the exterior and has to diffuse through the

macroscopic sample whereas in the simulations the CO2 is inserted directly at the most favourable sites.

Once inserted though, the CO2 molecules are free to, and do, diffuse, thus diminishing the importanceof

where they are initially inserted. Another factor that can't be discounted is the different timescales

involved. These are inevitably short in simulations with respect to experiments for which it is known that

penetrant-induced volume relaxation can be extremely slow.85,129

It has previously been argued that if the Langmuir sorption term in the DMS model corresponds to

a true hole-filling process then its effect on the volume dilation of the polymer should be negligible.133

Volume dilation can then be attributed just to the number of moles of gas truly "dissolved" in the polymer

matrix;from Eq. 12 this is simply proportional to kDP. Assuming that the partial molar volume of CO2,

VCO2 , is independent of pressure, this gives the following prediction for the volume dilation133

ΔV
V0

=
kDP

(RT STP / PSTP )
VCO2 =

kDP
(22414cm3)

VCO2 (15)
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Eq. 15 has been found to predict reasonably well the CO2-induced volume dilation of polycarbonate using

a value of VCO2 = 46 cm3 mol-1.133 For this reason the data for volume swelling has also been plotted as a

function of the pressure in Figure 6b. The data for 6FDA-6FpDA and 6FDA-DAM show some scatter

about the best fit lines to the form of Eq. 15, but it is clear that 6FDA-6FmDA shows a systematic

deviation. Despite this the resulting linear least-squares best fit values for VCO2  were 47±9, 65±13, and

38±4 cm3 mol-1, for 6FDA-6FpDA, 6FDA-6FmDA, and 6FDA-DAM, respectively. These don't compare

particularly well to the common value of 30±2 cm3 mol-1 determined directly from the volume swelling

vs. nominal concentration curve. In addition, non-linear behaviour of the volume swelling with CO2

vapour pressure has been found in 6FDA-DAM-based cross-linked copolymers45, 6FDA-based

polyimides,85 and in polysulfone and polyethersulfone.129 Such non-linear behaviour has led to the

development of more elaborate models to describe swelling based on a continuous distribution of hole

sizes.134,135

From Figure 6a it is clear that the effective volume dilation starts above a nominal concentration

of ~40 cm3(STP) cm-3. The plasticization pressure of glassy polymers is defined as the point where the

permeability passes through a minimum, thus the point at which the increasing diffusivity compensates

for the decreasing solubility of the penetrant. Bos et al.38 studied eleven different glassy polyimides and

reported that all the polymers are plasticized at the same critical (nominal) concentration of 36±7

cm3(STP) cm-3. It may be a coincidence but this critical concentration corresponds to the point at which

the slope of the volume dilation curves change to a higher value.

4.3 Void space

The void space analysis of the polyimides as a function of CO2 concentration was carried out

using a simple geometric technique and the probe accessible volume (PAV) was calculated. This method

is similar to various other phantom sphere approaches commonly found in atomistic simulations and the



-36-

details of this specific method can be found elsewhere.98 In brief, the PAV was obtained from repeated

random insertions of a virtual probe of radius of 1.8 Å into the MD simulation boxes having different

loadings of CO2. The PAV was calculated in two ways by taking into account or not the actual CO2

molecules present in the system. In the case where CO2 molecules were excluded, all polymer atoms in

the simulation boxes were treated as hard spheres with standard Van der Waals radii (1.20 Å for H, 1.47

Å for F, 1.50 Å for O, 1.55 for N and 1.70 Å for C) whereas the carbon dioxide molecules present were

ignored. A random trial insertion was then "accepted" if the probe sphere did not overlap with any of the

polymer atoms in the simulation box. The PAV is then calculated simply as the fraction of "accepted"

insertions with respect to the total number of trials multiplied by the volume of the box. It is important to

point out that, as such, the PAV is just the volume accessible to the centres of the virtual probes. This

method does not make any attempt to calculate the total volume accessible to the virtual probe and is just

intended to give relative comparisons between similar systems. In the case where the CO2 molecules

actually present in the system were considered the C and O atoms were given the same standard hard

sphere radii as given above. These two calculations of the PAV give different information about the space

available.

An illustration of the typical results obtained is shown in Figure 7 where the PAV is shown as a

function of the nominal CO2 concentration for just one system of the 6FDA-6FpDA polyimide; all

systems were qualitatively similar in their behaviour. At nominal concentrations of CO2 less than ~50

cm3(STP) cm-3 the CO2-excluded PAV hardly changes whereas the CO2-included PAV gradually

diminishes as holes are filled up. Above this critical concentration the CO2-included PAV remains very

small whereas the CO2-excluded PAV reflects the same behaviour as the volume swelling curve (Figure

6a).
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Figure 7 The probe accessible volume (PAV) expressed as a percentage of the pure polymer volume

for one system of 6FDA-6FpDA at 308 K. The PAV has been obtained by both including and

excluding the CO2 molecules present in the system.

The distributions of PAV hole sizes were also analysed by using a cut-off distance of 0.5 Å to

identify all accepted probe centres falling into the same hole. Although not shown here, the CO2-excluded

PAV hole size distributions remain similar below the critical concentration of CO2. This also clearly

indicates the domination of hole-filling sorption at low concentrations, there being no new holes formed

in this regime. Above the critical concentration of CO2, the percentage of smaller holes is diminished and

the percentage of larer holes is increased.

4.4 Energy and Entropy

The changes in the average total potential energy, ΔΦ, of the different CO2-containing systems,

relative to the pure polymers, have been calculated and resolved into their component parts. Figure 8

shows these various contributions to the ΔΦ as a function of the nominal CO2 concentration in the case of
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6FDA-6FpDA. The results for 6FDA-6FmDA are quantitatively very similar to 6FDA-6FpDA and

although 6FDA-DAM shows slight differences qualitatively the trends are the same. The change in total

potential energy is negative, i.e. exothermic, as reported in the literature.82 At low concentrations ΔΦ

decreases almost linearly with the major contribution being the polymer-CO2 interactions. The onset of

volume swelling, above C0~50 cm3 (STP) cm-3, coincides with a less steep decrease in the polymer-CO2

contribution and changes in the polymer-polymer interactions. The intermolecular polymer-polymer

contribution becomes less cohesive, as chains become further apart, whilst a slight decrease in the

polymer-polymer intramolecular contribution counterbalances this. The gradual change in the CO2-CO2

contribution also nullifies the loss in the polymer-polymer cohesive energy.
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Figure 8. Changes in the total potential energy, and its resolution into the different contributions, with

respect to the pure polymer as a function of the nominal concentration of CO2 at 308 K for

6FDA-6FpDA. Energy changes are quoted in kJ/mole of mers.
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The two contributions to the excess chemical potential, i.e. the excess molar enthalpy (hex) and the

excess molar entropy (sex) were also estimated. To obtain estimates of hex the average  values of Φ+PV,

i.e. total enthalpy minus the kinetic energy contribution, from the simulations carried out at 1 bar were

plotted as a function of the number (n) of added CO2 molecules. The resulting curves were then fitted to a

combination of two linear functions

H (n) = (a + bn)(1− S(n)) + (C + dn)S(n) (16)

where a, b, c, and d are constants and S(n) is a switching function which goes from 1 to 0 in a controllable

interval either side of a critical number of added CO2 molecules, nc. In this work the following form for

S(n) has been chosen

S(n) = 1
2
1+ n − nc

ω + n − nc

⎛

⎝⎜
⎞

⎠⎟
(17)

where ω is a variable parameter controlling the sharpness of the switching function; ω=0 being the

standard Heaviside function. It seems reasonable to assume that the initial addition of CO2 leads to a

linear change in the enthalpy, the volume swelling being small initially this is effectively confirmed by

Figure 8, and at high CO2 concentration it should become linear again too as it tends towards a pure CO2

system. The resulting smooth curves (not shown) gave excellent fits to the data and the excess molar

enthalpies were then obtained from the analytical derivation of Eq. 16 and the best fit coefficients. The

estimation of the derivatives in this way were consistent with numerical estimates using simple difference

equations but were much smoother. Once the hex have been obtained the excess molar entropies can be

estimated indirectly using the following equation

Tsex =hex − µex (18)
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All three excess molar properties are plotted for all three systems in Figure 9 as a function of the nominal

CO2 concentration.
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Figure 9 The excess molar enthalpy (hex). excess molar entropy (sex) and the excess chemical potential

(µex) plotted as a function of the nominal CO2 concentration in the respective polymer

matrices. Squares represent 6FDA-6FpDA, circles 6FDA-6FmDA, and triangles 6FDA-

DAM.

The excess molar enthalpies gradually decrease from an initial value of about -30 kJ/mole to a

value of about -20 kJ/mole as CO2 concentration increases. This latter value is still relatively high

compared to those typical of pure liquid CO2, e.g. about -17 kJ/mole at 290 K as seen in Section 2.7,

confirming the predominance of polymer-CO2 interactions (see Figure 8) in the regime of concentrations

studied. The behaviour of the excess molar chemical potential seems to mirror that of hex initially but at

higher concentrations there are signs of a plateau at µex≈-4 kJ/mole. This figure is already slightly above

that for dense pure liquid CO2 of -6 kJ/mole, albeit at a lower temperature of 290 K. This can be
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explained by the behaviour of the Tsex term which we interpret as being consistent with the behaviour of

the partial molar volume of added CO2. Initial hole filling leads first to a slight descent to more negative

values in the entropic contribution but once the volume swelling starts to accelerate this trend is reversed

and Tsex begins to rise as each CO2 has to create its own space in the system. The values of Tsex are still

some way off that of about -11 kJ/mole typical of pure liquid CO2 at 290 K but this is consistent with the

partial molar volume still being less than that in pure CO2 too.

According to the site-distribution model of Kirchheim134-138 the sorbed gas molecules fill the low

energy microvoids initially and then the polymer has to adjust itself to adopt more gas molecules. Gas

insertion energies thus increase with the increasing concentration of gas molecules. This hypothesis can

be tested to a certain extent by analysing the distribution of CO2 insertion energies obtained from the TPI

calculations carried out at different concentrations of CO2 in the polymer matrices. The probability

density distribution of insertion energies that results from TPI, ρ(ΔΦ), necessarily contains information

concerning those trial insertions which are of high energy, thus of low probability. To obtain a

distribution more representative of the energy of likely sites of adsorption this distribution is weighted by

the associated Boltzmann factor, i.e. ρw(ΔΦ) = ρ(ΔΦ)*exp(-ΔΦ/kT). Examples of these weighted

probability density functions are shown in Figure 10 in the case of 6FDA-6FpDA at a range of CO2

concentrations.



-42-

0

5

10

15

20

25

-20 -15 -10 -5

6FDA-6FpDA0%
1%
3%
5%
7%
15%
25%

ρ(
ΔΦ

)*
Ex

p(
-Δ
Φ

/k
T)

ΔΦ / kT

Figure 10. Boltzmann-factor-weighted probability density distributions for the insertion energy of a

virtual probe CO2 molecule in the 6FDA-6FpDA systems containing different concentrations

of CO2.

The resulting weighted insertion energy distributions are smooth and single-Gaussian like with no signs

of a binodal distribution. They thus support the site-distribution model rather than the dual-sorption

model. However, the weighted distributions also show a fairly homogeneous and progressive reduction in

the number of sites available for adsorption. There is no obvious indication that the lower energy sites are

being filled in preference. Indeed the peak in the distributions moves, if anything, towards lower energies

in the range from 0% to 5%. This we attribute to the increasing quantity of CO2 in the system in the phase

before volume swelling becomes important. If the rubbery state had been attained, where Henry’s law is

obeyed, no further shift in ρw(ΔΦ) would be expected at the higher loadings. The difference between 15%

and 25% suggests that we have not yet reached this limit.
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4.5 Cluster analysis

The possibility of formation of CO2 clusters was analysed. Two molecules were deemed to be in

the same cluster if the distance between the carbon atom of one molecule was within a distance of 3 Å of

an oxygen atom of the other molecule. This distance was obtained by trial and error but roughly

corresponds to the first peak in the radial distribution function. The average results obtained for the

distribution of cluster sizes from the MD simulations of 25% CO2 in 6FDA-6FpDA system are displayed

in Figure 11.
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Figure 11. The percentage of CO2 molecules in clusters of a given size in the 6FDA-6FpDA system

containing ~25% of CO2 compared to the distribution obtained from simulation of a pure gas

phase CO2 system at the same CO2 density (see text for details).

For comparison the distribution obtained in the pure gas phase at same density of CO2 (322.33 kg m-3),

i.e. from simulations using the same size of MD box as the 25% CO2 in 6FDA-6FpDA system having first

removed the polymer. As might be expected from the restricted space available to the CO2 molecules in
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the polymer plus CO2 system, the percentage of single CO2 molecules  in the polymer phase is less than

that in the gas phase. However, there is no obvious formation of large clusters which suggests that the

CO2 molecules tend to rest apart even in the polymer phase. Similar cluster distributions were found in

other two polyimides under study. This also supported by the results for the potential energy which show

a fairly feeble contribution of CO2
...CO2 interactions to the total potential energy.

5 Carbon dioxide unloading from polyimides

The effect of penetrant-induced hysteresis (conditioning) under various CO2 feed pressures has

been reported in the literature for the 6FDA-6FpDA and 6FDA-6FmDA polyimides.41,42 In these real

experiments the conditioning was carried out at different gas pressures, upto ~60 bar, and for times of 2-3

weeks; such long times being necessary to attain "steady state" where permeabilities changed less than

0.5% per day. The experiments reveal that the significant increases in permeability after conditioning are

due to increases in solubility and diffusivity, with the latter being the major cause due to enhancements

caused by the volume relaxations and polymer chain mobilities.41,42 Even though it is impossible to study

the effects of such a long term conditioning, given current limitations of MD simulations, it is still

nevertheless interesting to check the immediate effect of exposure to high concentrations of CO2 in

polymers. As explained in Section 2.6, unloading curves were produced in a similar manner to the

loading curves this time by stepwise removal of the CO2 molecules from systems exposed to a pressure of

~60 bar. Just one system for each type of polyimide was studied in this way.

Tables 5-7 show the nominal and true solubility of CO2 calculated from the iterative and TPI

procedures. The comparable values obtained between iterative and TPI solubilities once again confirms

the reliability of the former procedure. Figure 12 shows a comparison of the nominal solubility vs.

pressure curves for the sorption and desorption isotherms in the case of 6FDA-DAM. On the log-log scale

of Figure 12 only a slight tendency for an increase in solubility is observed during desorption. The trend

is the same in the other two polyimides (plots not shown) but differences are even less. This is not to say

that there are no immediate conditioning effects when the polymer membrane is exposed to high pressure
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of CO2. There are compensating changes taking place which mean that the nominal solubility vs. pressure

curves are not the best way  to reveal them. To demonstrate this the volume contractions during

desorption were also calculated directly from the volume of the MD simulation boxes. Figure 13 shows

the volume dilations and contractions relative to the original pure polyimide systems, i.e. prior to any

sorption of CO2, as a function of nominal concentration of CO2. The differences between dilation and

contraction curves can be explained by the volume relaxations induced by the higher concentrations of

CO2.79,135. From Figure 13 it is clear that the 6FDA-DAM has the least amount of volume contraction as it

shows almost 7% volume change at the end of complete desorption of CO2, whereas the 6FDA-6FpDA

and 6FDA-6FmDA exhibit close to 2.5 and 4% induced volume changes, respectively.
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Table 5. Desorption isotherm MD simulations at 308 K on 6FDA-6FpDA. The approximate mass

percentages of CO2 are given as obtained from the actual number of molecules inserted

into the polymers. The corresponding true and nominal concentrations of gas in the

polymer are shown in units of cm3(STP) cm-3 of polymer (true or pure polymer volume).

The pressure given is that estimated to be the equilibrium external vapour pressure of CO2

which would have to be applied to give the imposed concentrations of CO2 in the polymer.

The true and nominal solubility coefficients are given as well as the solubility coefficient

estimated from the EVMS test particle insertion analysis (Eq. 10 or 11) in units of

cm3(STP) cm-3 bar-1.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

24.33 616 184.23 163.22 45.70 3.57 4.03 3.36

23 582 174.07 153.12 37.20 4.12 4.68 3.99

21 531 158.81 142.41 23.75 6.00 6.69 5.85

19 481 143.86 131.64 17.20 7.65 8.36 7.68

17 430 128.60 119.91 11.40 10.52 11.28 10.62

15 380 113.65 107.41 6.15 17.46 18.48 17.01

11 278 83.14 80.88 2.75 29.41 30.23 27.95

7 177 52.94 52.34 1.20 43.61 44.11 46.17

5 127 37.98 37.86 0.60 63.11 63.31 64.31

3 76 22.73 22.68 0.23 98.63 98.83 95.69

1 25 7.48 7.48 0.07 115.04 115.03 117.32

0 0 0.00 0.00 - - - 137.63
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Table 6. As Table 5 for 6FDA-6FmDA.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

23 582 176.00 153.63 42.00 3.66 4.19 4.33

21 531 160.58 140.31 38.90 3.61 4.13 4.79

19 481 145.46 131.65 25.80 5.10 5.64 5.61

17 430 130.03 119.52 16.10 7.42 8.08 8.08

15 380 114.91 107.30 10.25 10.47 11.21 10.81

11 278 84.07 81.06 3.30 24.56 25.48 24.51

7 177 53.53 52.74 1.15 45.86 46.54 44.56

5 127 38.41 38.05 0.55 69.18 69.83 70.02

3 76 22.98 22.92 0.26 88.17 88.39 84.53

1 25 7.56 7.53 0.07 109.19 109.57 109.93

0 0 0.00 0.00 - - - 127.68
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Table 7 As Table 5 for 6FDA-DAM.

~% CO2
Number of

CO2

True Concn.
Vg

STP (P)
V (P)

Nominal
Concn.
Vg

STP (P)
V0

P / bar

True
Solubility
C(P)
P

Nominal
Solubility
C0 (P)
P

TPI
Solubility

31 589 209.27 176.15 74.15 2.38 2.82 1.36

29 551 195.77 165.99 43.80 3.79 4.47 2.85

27 513 182.27 155.57 31.00 5.02 5.88 5.72

25 475 168.76 145.82 21.95 6.64 7.69 5.84

23 437 155.26 135.73 12.28 11.05 12.64 10.52

21 399 141.76 124.90 9.95 12.55 14.25 11.63

19 361 128.26 113.36 5.39 21.03 23.80 19.58

17 323 114.76 102.81 5.01 20.52 22.91 19.10

15 285 101.26 92.56 4.20 22.06 24.14 20.69

11 209 74.26 68.48 1.93 35.48 38.47 33.20

7 133 46.90 44.25 0.74 60.21 63.81 51.22

5 95 33.75 31.62 0.43 73.54 78.49 69.01

3 57 19.90 18.97 0.20 96.81 101.51 90.52

1 19 6.75 6.33 0.05 126.55 135.01 123.26

0 0 0.00 0.00 -0 - - 147.59
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Figure 12 A comparison of CO2 sorption and desorption isotherms obtained from just one sample of

6FDA-DAM at 308 K. The solubility coefficients are plotted as a function of nominal

concentrations of carbon dioxide (Eq. 9) on a log-log scale. Lines are non-linear least squares

regression fits to the solubility form of the dual mode sorption model (Eq. 12).
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Figure 13 A comparison of volume swelling during sorption (open symbols) and volume contraction

during desorption (filled symbols) for all three polyimides at 308 K as obtained from the

simulations reported here. The percentage volume change relative to the original pure

polyimide systems prior to the sorption of CO2 are plotted as a function of nominal

concentrations of carbon dioxide (Eq. 9).

Conclusion

MD simulation techniques have been successfully used to obtain sorption isotherms of CO2 in

three different polyimides:- 6FDA-6FpDA, 6FDA-6FmDA and 6FDA-DAM. For the first time, a simple

iterative technique to obtain the sorption isotherm94 has been applied to realistic models of polyimides.

The method is robust and converges rapidly and both CO2 loading and unloading curves were obtained.

An excluded volume map sampling test particle insertion technique was found to be an efficient method

to calculate the excess chemical potentials required for the iterative approach.
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Although the solubilities in the infinite dilution limit predicted from the simulations were found to

be significantly higher than those extrapolated to zero pressure from experimental data, at pressures of 10

bar the predicted solubilities are within a factor of 2 of the experimental results. The simulations also

reproduce the experimental order in the solubilities of the three polyimides but the two structural isomers,

6FDA-6FpDA and 6FDA-6FmDA, are closer in behaviour than is found in reality. Explanations for the

overestimation of infinite dilution solubilities in terms of the details of the potential models were sought

but none of those tested could account for the discrepancies. In particular, the considerably higher

solubilities obtained using a united-atom models of CO2 suggest that this purely spherical representation

of CO2 is poorly adapted for such studies.

All three polyimides swell significantly and homogeneously during CO2 sorption. There is no

evidence to suggest that large clusters of CO2 form even at the highest concentrations. Initial gas uptake

causes little volume expansion, i.e. consistent with a hole-filling mechanism, but thereafter there is a

gradual transition to an almost linear increase in volume at higher concentrations. These results were

consistent with the determinations of the probe accessible volumes. Where comparisons with swelling in

experimental systems were available, significant swelling in the models started at higher concentrations

and so was less consequent when comapred at same concentration of CO2.

Analysis of the changes in the contributions to the total potential energy reveal that the

interactions between the polymer and the carbon dioxide are largely responsible for the change. Other

contributions exist but tend to cancel out. The excess molar enthalpies and excess molar chemical

potentials show trends with increased concentration consistent with a progression from a pure polyimide

system to a pure dense CO2 system. The associated excess molar enthalpy also shows trends consistent

with an initial hole-filling behaviour followed by increased volume swelling. The Boltzmann factor

weighted probability density distributions for the trial insertion energies show a single-Gaussian like

peak. Although this could be thought to be supportive of the site-distribution model, rather than the dual
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sorption model, there is no evidence to suggest that the lower energy microvoids are filled preferentially.

Indeed the weighted distributions remain Gaussian-like and diminish homogeneously with concentration.

Immediate desorption following sorption leads to relatively small increases in the solubilities

compared to those obtained in the laboratory through very long conditioning protocols. However, the

models do predict significant changes in volume of the pure polymers following complete outgassing of

the samples.
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Annex

The chemical potential at a certain higher pressure, ′P , can always be obtained by integration

along an isotherm95

µ( ′P ,T ) = µ(Plow ,T ) +
∂µ
∂P

⎛
⎝⎜

⎞
⎠⎟

Plow

′P

∫
T

dP (A1)

where Plow is some reference "low" pressure and µ(Plow,T) the corresponding chemical potential. The

partial derivative of the chemical potential with respect to pressure at constant temperature is just

1/ρ=V/N.95 So we can write

µ( ′P ,T ) = µ(Plow ,T ) +
V (P,T )
NPlow

′P

∫ dP (A2)

Adding and subtracting a term kT/P, corresponding to the volume of the ideal gas divided by N, to the

integral gives

µ( ′P ,T ) = µ(Plow ,T ) + V (P,T )
NPlow

′P

∫ −
kT
P

+
kT
P
dP

             = µ(Plow ,T ) + V (P,T )
NPlow

′P

∫ −
V ig (P,T )

N
dP +

kT
PPlow

′P

∫ dP

             = µ(Plow ,T ) + V (P,T )
NPlow

′P

∫ −
V ig (P,T )

N
dP + kT lnP[ ]Plow

′P

             = µ(Plow ,T ) + kT ln ′P
Plow

+
1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP

(A3)

To obtain the chemical potential at the low pressure we use the standard statistical mechanics expression

for the total chemical potential in the NPT ensemble95,97

µ =  kT ln ρΛ3

q
− kT ln

V exp −ΔU
kT

⎛
⎝⎜

⎞
⎠⎟

V
= µid + µex (A4)



-54-

where q is the partition function for internal degrees of freedom and Λ is the de Broglie wavelength

defined as:

Λ =
h2

2πmkBT
⎛
⎝⎜

⎞
⎠⎟

1
2

(A5)

with h being Planck's constant and where it is understood that the number density ρ =
N
V

≈
N +1
V

is that

corresponding to the applied conditions of P and T, i.e. ρ=ρ(P,T). Now for the reference state we choose a

pressure sufficiently low that the ideal gas law holds then the chemical potential is well approximated by

the first term in Eq. A4 and thus

µ(Plow ,T ) ≈  kT ln ρ(Plow ,T )Λ3

q
⎡

⎣
⎢

⎤

⎦
⎥ ≈ kT ln PlowΛ

3

qkT
⎡

⎣
⎢

⎤

⎦
⎥ (A6)

Eq. A3 can then be written as

µ( ′P ,T ) = kT ln PlowΛ
3

qkT
⎡

⎣
⎢

⎤

⎦
⎥ + kT ln ′P

Plow
+

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP

             = kT ln PlowΛ
3

qkT
⎡

⎣
⎢

⎤

⎦
⎥ + kT ln ′P

Plow
+

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP

            = kT ln ′P Λ3

qkT
⎡

⎣
⎢

⎤

⎦
⎥ +

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP

            = kT ln
ρig ′P ,T( )Λ3

q
⎡

⎣
⎢

⎤

⎦
⎥ +

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP

(A7)

where we recognize that the term ′P
kT

is just the number density of the ideal gas, ρig ′P ,T( ) . Now adding

and subtracting a term of kT lnρ ′P ,T( ) gives

µ( ′P ,T ) = kT ln
ρig ′P ,T( )Λ3

q
⎡

⎣
⎢

⎤

⎦
⎥ − kT lnρ ′P ,T( ) + kT lnρ ′P ,T( ) + 1

N
V (P,T ) −V ig (P,T ) 

Plow

′P

∫ dP

             = kT ln
ρ ′P ,T( )Λ3

q
⎡

⎣
⎢

⎤

⎦
⎥ − kT ln

ρ ′P ,T( )
ρig ′P ,T( )

⎡

⎣
⎢

⎤

⎦
⎥ +

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP
(A8)
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It follows then that the excess chemical potential, as defined by Eq. A4, is given by

µex = −kT ln
ρ ′P ,T( )
ρig ′P ,T( )

⎡

⎣
⎢

⎤

⎦
⎥ +

1
N

V (P,T ) −V ig (P,T ) 
Plow

′P

∫ dP (A9)
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Carbon dioxide diffusion studies 
 

 

 

 

 

 

 



 

  

 

 



5.1 Production runs 

 
 In MD simulations, the self-diffusion coefficients D for gas molecules are generally 

calculated using Einstein's equation (Eq. 13). As mentioned in Section 1.3, this equation is 

only valid when the penetrants undergo a random walk, i.e. when they are in the Fickian 

regime. In order to reach this regime, sufficient simulation times are required.107 The typical 

CO2 diffusion coefficients for the polyimides under study are known to be in the range of 10-7 

to 10-8 cm2/s (Table 3 and Table 6) and the Fickian diffusion regime simply cannot be reached 

within the MD timescales of several nanoseconds at 308 K. 

 

 There are some earlier attempts based on the Gusev-Suter TST method to calculate the 

diffusion coefficients of gas molecules in dense glassy polymer models.66-68 This method 

assumes that the polymer atoms are only influenced by the elastic thermal vibrations and that 

the insertions of gas molecules do not induce any structural relaxations. This is clearly not 

true for a penetrant such as CO2, which leads to volume relaxations above a critical 

concentration. In addition, these studies use an unrealistic united-atom approximation, treating 

the linear CO2 molecule as a spherical ball with a radius of 4 Å. 66-68 The large size of the 

"CO2 sphere" artificially slows down diffusion, which leads to coefficients being close to the 

experimental values. Indeed, the most-often encountered case for more realistic penetrant 

models is that simulated diffusion coefficients are a bit larger than experimental ones, which 

can also be quite dependent on processing parameters. 236,237 

 

 In our calculations, a polymer matrix of ~10000 atoms was equilibrated under NPT 

conditions at a temperature of 308 K with different CO2 loadings for each polymer (1 to 25% 

with an increase of 2% per step for 6FDA-6FpDA and 6FDA-6FmDA, 1 to 31% for 6FDA-
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DAM). Considering the current computational limitations, our simulations were 5500 ps long 

for each CO2 loading, in which the final 5000 ps were considered as the production run. Even 

though this is not sufficient to reach the Fickian regime, these simulations should give us a 

basic idea of the CO2 concentration dependence for the diffusion coefficient.  

5.2. Mean square displacements (MSDs) 
 

 The average CO2 MSD, Ri (t + t0)− Ri (t0) 2 , calculated over a time-interval of 

5000 ps during the sorption procedure are shown as a function of CO2 concentration in Figure 

34(a). In all three polyimides, the MSD decrease initially and increase above the critical 

concentration. At low pressures, the hole-filling sorption reduces the displacement of CO2 

molecules due to the tight packing of the gas molecules inside the voids. On the other hand, 

once the polyimide gets plasticized, the volume available to CO2 molecules increases and the 

penetrants start to move more easily, which results in MSDs increasing at high CO2 

concentrations. The less dense 6FDA-DAM polyimide exhibit comparatively faster 

displacements over most of the concentration range, while the differences between 6FDA-

6FpDA and 6FDA-6FmDA remain fairly small. The log-log plots of MSD vs time also reveal 

that the Fickian regime can be reached faster in highly-plasticized systems, when compared to 

systems with low CO2 loadings. Their limiting slope is displayed in Figure 34 (b) and gets 

closer to one. This behaviour in glassy polymers is comparable to what is found 

experimentally and is generally explained by the combined effects of increased chain mobility 

and CO2-induced volume relaxations.27,28 
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Figure 34.  (a) the average mean square displacements for CO2 molecules at a time interval of 

5000 ps and (b) the limiting slopes of the corresponding log(MSD) vs log(time) 

plots shown as a function of CO2 concentration for the three polyimides.  
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5.3. Factors affecting CO2 diffusion 
 

5.3.1. Polymer chain mobility 
 
 The displacement of the polymer chains as a function of CO2 concentration can be 

calculated using the polymer atoms average MSD (Figure 35). As expected, the relative 

mobility of the polymer atoms increases at higher CO2 concentrations, even if the actual MSD 

remain fairly small. Krause et al.238,239 studied the glass transition temperature as a function of 

CO2 concentration in polysulfone and they found a decrease in the Tg of approximately 2.5 K 

per cm3(STP)/cm3(polymer). Although the atom MSD are still too small and the 5000 ps 

timescale is too short to know whether this is the case for our polyimides, it is interesting that 

such large-scale chain properties can be associated to the penetrant concentration. It is clear 

that the systems with the highest loadings have an increased mobility. However, finding the 

actual Tg would require running each of these systems as a function of temperature, which is 

beyond the scope of the present work. In addition, Tg obtained through molecular simulations 

are usually higher than the experimental values because of the rate of change of temperature 

(in K/ps), which is much higher those used under experimental conditions. 
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Figure 35. Average mean square displacements for the polymer atoms as a function of CO2 

concentration at 308 K over a time-interval of 5000 ps. 

 

5.3.2. Polymer density 
 
 Polymer packing density is one of the many factors affecting the diffusion of gas 

molecules inside polymer membranes.240,241 Our pure polyimide models have been carefully 

prepared and validated with respect to their respective experimental densities. However 

during the sorption phase, CO2-induced volume swelling eventually decreases the density of 

the polymer. Figure 36 shows the density of the polymer calculated from the mass of the 

polymer chain and the final volume of MD box after the volume swelling at different 

loadings, it is clear that the increase in gas displacements at high concentrations is correlated 

to a decrease in the packing density of the polymer.  
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Figure 36. Polymer packing density calculated using the final swollen volume and the mass 

of the polymer chain as a function of CO2 concentration. The horizontal lines 

indicate the respective pure polymer experimental average density values (From 

top: 6FDA-6FmDA (1493 kg m-3), 6FDA-6FpDA (1477 kg m-3) and 6FDA-

DAM (1330 kg m-3)) 27-29,31,32,35,36,38,39,42,45,49,52,54,56,57,61,63,70,118,145,156 

 

5.4. Effect of exposure to high-concentration CO2 (conditioning effect) 
 
 As discussed in chapter 4, the exposure of polymers to high CO2-concentrations has an 

impact on their structure, even on the very brief timescales available to MD simulations. 

Consequently it is interesting to study whether CO2 conditioning has any effect on CO2 

mobility over the desorption phase. For this purpose, penetrant MSD were calculated in 

systems which have been previously exposed to high CO2 concentrations. The MSD curves 

for the same loading are found to be larger in the desorption than in the sorption simulations, 

as can be seen seen for 6FDA-DAM in Figure 37. At high CO2 concentrations (29%), the 

volume is already dilated in the sorption step-by-step simulations, and there are little 

differences in the desorption MSD curve vs the sorption ones However, for systems with low 

CO2 concentrations (5%), the displacement is much higher during desorption when compared 
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to sorption because of the irreversible volume relaxations. A similar behaviour is found in the 

other two polyimides. It is clear that the exposure of polymer membranes to high 

concentrations of CO2, even for short times, also has a huge impact on gas diffusion.  

 

Figure 37. CO2 average mean square displacement during sorption (solid lines with filled 

symbols) and desorption (dashed lines with open symbols) in 6FDA-DAM. The 

curves shown are for the systems containing ~5% and ~29% CO2 both for the 

sorption and desorption isotherms. 



 
 

 



1

Carbon dioxide diffusivity in fluorinated polyimides

S. Neyertz*1, S. Pandiyan1&2, N.F.A. van der Vegt2† and D. Brown1

1LMOPS-UMR CNRS 5041, University of Savoie, Bât IUT, 73376 Le Bourget-du-Lac Cedex, France

2Max-Planck-Institute for Polymer Research, Ackermannweg 10, 55128 Mainz, Germany

†Current address: Center of Smart Interfaces, Technical University of Darmstadt, Petersenstrasse 32,

64287 Darmstadt, Germany

* Corresponding author

Current version on 25 september 2009

1. Introduction

The transport of gases through dense polymer membranes is generally described by the so-called

solution-diffusion mechanism.1, 2 , 3-5 Gas molecules contained in an upstream compartment enter the

polymer matrix, diffuse across it and desorb onto a downstream gas compartment. The rate of transport

for the penetrant through the membrane is referred to as its permeability P. If the upstream gas pressure is

much larger than the downstream pressure, the permeability P can simply be expressed as the product of a

solubility coefficient S and a diffusion coefficient D (Eq. 1):

P  =  S × D (1)

In Eq. 1, S is a thermodynamic term associated with the number of gas molecules sorbing at the

surface and inside the polymer matrix, while D is a kinetic parameter which characterizes the mobility of

the penetrant in this specific matrix. Interestingly, high permeabilities coefficients can either be obtained

through large D values, through large S values or through both these effects combined.5 The ratio of

permeabilities  of gas "A" and "B" under mixed gas feed conditions, PA/PB, defines the permselectivity
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αA/B of the membrane. αA/B can itself be broken into two parts, i.e. the diffusivity selectivity DA/DB

multiplied by the solubility selectivity SA/SB .6

Fluorinated polyimides are interesting membrane materials for gas separation applications because

of their good mechanical, chemical and thermal properties7 combined with relatively high permeabilities

and permselectivities. With respect to non-fluorinated polyimides, the introduction of -C(CF3)2- groups in

the polymer chain tends to reduce interchain interactions, increase the free-volume and decrease the

ability of charge transfer complexes between dianhydride and diamines.8, 9 This leads to greater

solubilities for penetrants such as carbon dioxide CO2
10 but the differences in permeabilities are thought to

be mostly related to diffusivities and diffusivity selectivities.6, 9

We have earlier carried out molecular dynamics (MD) simulations of three fluorinated polyimides

in their pure state11 based on the 4,4'-(hexafluoroisopropylidene)diphtalic dianhydride (6FDA), which are

known to vary notably in their permeation properties with respect to CO2. 10, 12-18 These polyimides, i.e. the

structural isomers 6FDA-6FpDA and 6FDA-6FmDA along with 6FDA-DAM, differ simply in the

structure of their diamine. Their chemical formulae are shown in Fig. 1. It should be noted that in the

literature, 6FDA-6FpDA can be referred to as 6FDA-BAHF,13 6FDA-BAAF8, 9, while 6FDA-DAM is

sometimes called 6FDA-mTrMPD14.
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Figure 1 The chemical structures of (a) 6FDA-6FpDA, (b) 6FDA-6FmDA and (c) 6FDA-DAM

polyimides

Experimentally, it has been reported that the effect of changing the bond location of the

trifluoromethyl central moiety on the diamine from para (6FDA-6FpDA) to meta (6FDA-6FmDA) leads

to a decrease in CO2 permeability by a factor of ~12 at near-ambiant conditions.12 This was attributed by

Coleman et al. to differences in diffusivities, which were of the order of ~7.5, while solubility only varied

by ~1.6.12 However, this could hardly be explained by the small differences in densities (1.466 for the

para-isomer and 1.493 for the meta-isomer reported in that specific study),12 intersegmental packing and

fractional free volumes.11, 12 The third polyimide under study, 6FDA-DAM, is characterized by a lower
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density (~1.35) and bulky nonplanar structures, which make chain packing less efficient.11, 14

Consequently, it exhibits very high CO2 permeabilities and diffusion coefficients.14 In addition to these

structural considerations, it is well-known that CO2 transport in glassy polymers often results in volume-

swelling and plasticization effects of the matrix, which lead to even higher diffusivities and lower

diffusivity selectivities. Conditioning is defined as the hysteretic change in properties following exposure

to such penetrants at high activities.19, 20

We have carried out extensive molecular dynamics (MD) simulations of 6FDA-6FpDA, 6FDA-

6FmDA and 6FDA-DAM polyimides with CO2 weight percentages ranging from 1% to ~30%, that is

covering the entire 0 to 60 atm pressure range. Unlike what has been done elsewhere,21 the models were

loaded progressively with CO2 in increments of 2% in order to avoid artificially pre-swelling the

simulation boxes. For each polyimide under study, the sorption phase was followed by a progressive

desorption phase in decrements of 2%. This allowed us to study the conditioning effect associated to high

CO2 concentrations on the limited timescale available to MD simulations. The different parameters

associated with solubility such as the CO2 sorption and desorption isotherms and the associated volume

swellings and contractions are being reported elsewhere.22 In the present paper, we concentrate rather on

penetrant mobility and diffusion, which is studied here as a function of both the polymer matrix and the

CO2 concentration. The simulation details are given in Sec. 2., while the penetrant trajectories and

diffusivities are analysed in Sec. 3.

2. Simulation Models

All calculations were performed using the MD code of the gmq package23 in its parallel form. The

preparation procedures for the pure polyimide matrices11 and for the polyimide+CO2 models22 have

already been described in detail. Consequently, only their main features will be summarized here.

 The parameters for the polyimides were taken from the freely available TRIPOS 5.2 force-field,24

with the partial charges11 being calculated using the ab initio Gaussian 03 code.25 The bonds were kept

rigid with the SHAKE algorithm26 in order to use a time-step of 10-15 s in the integration algorithm. The



5

other "bonded" interactions were described with angle-bending, torsional and out-of-plane potentials. In

addition, "nonbonded" excluded-volume Lennard-Jones LJ 12-6 and electrostatic potentials were applied

to all atom pairs separated by more than two bonds on the same chain or belonging to different chains. All

parameters for CO2 were taken from the optimized values reported by Zhang and Duan.27 CO2 is modelled

here as a rigid three-site molecule with each atom carrying a partial charge and LJ 12-6 parameters. Both

C-O bonds are fixed to 1.163 Å and the O-C-O angle is kept at 180°. For the latter, a special vector

constraint had to be used.28 This is very important as a flexible model for CO2 will have two extra degrees

of freedom, i.e. an angle bend and a rotation around the long O-C-O axis, in addition to its three

translations and two rotations. The rotation around the O-C-O axis couples very poorly with the other

degrees of freedom and leads to non-equipartition of the kinetic energy, an artifact which is quite visible

in simulations of pure CO2. As such, the O-C-O angle should remain fixed. Lorentz-Berthelot combining

rules29 were used for all unlike-atom LJ interactions and electrostatic interactions were evaluated using

the Ewald summation method.30, 31 The truncation radii used for both real-space electrostatic and Van der

Waals contributions were set to 9 Å, and an optimal convergence of the Ewald sums32 was obtained for

(α,Kmax) parameters equal to (0.27, 13) for 6FDA-6FpDA, (0.28, 13) for 6FDA-6FpDA and (0.28, 14) for

6FDA-DAM. Long-range corrections to the energy and the pressure were added using the approximation

that the radial distribution functions are equal to unity beyond the cutoff.29 The temperature T was

maintained at 308 K by loose-coupling to a heat bath33 with a constant equal to 0.1 ps. The pressure P was

also maintained by loose-coupling with a constant equal to 5 ps.34

Initial configurations for the fluorinated macromolecules were obtained using the well-

documented hybrid pivot Monte Carlo-molecular dynamics (PMC-MD) single-chain sampling

technique.11, 35 The polymer matrices used for the diffusion studies contained three polyimide chains of

length 50 monomers each, which amounted to a total of ~10000 atoms per simulation box. The pure

models were in agreement within ~1% with the experimental densities and with available wide-angle X-

ray scattering data. This is unlike the smaller packing models for 6FDA-DAM reported by Hofmann and
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co-workers. where their average densities differ by about 6% from the experimental data.36 Comparative

analyses of our pure matrices, including cohesive energies, Hildebrand solubility parameters, fractional

free volumes, void space distributions and intermolecular as well as intramolecular interactions have been

reported elsewhere.11 In the present work, all MD runs were carried out at 308 K (35°C), that is above the

critical temperature of CO2 of ~31°C as in experiment,12 and under NPT conditions (controlled number of

atoms, controlled pressure, controlled temperature).

Gas molecules were introduced into the polymer matrices by preparing equilibrated dense boxes

of CO2 at approximately 1000 kg.m-3, and superimposing polyimide-containing boxes with CO2 boxes of

the same size. The required number of CO2 (see later) was added by selecting those which overlapped

least with the polymer atoms. This reduces initial high overlap energies, but in practice, this method is

equivalent to a completely random insertion for mobile penetrants. To be consistent with the experimental

approach and to avoid the necessity of artificially pre-swelling21, 36 the polyimide-containing systems, CO2

loading was carried out in a very progressive way. Pure polyimide samples were initially loaded with an

amount of CO2 corresponding to ~1% in mass of the pure polymers. NPT simulations were run for 500 ps,

which was found to be enough for the box volume to settle, and a further 2% by mass of CO2 was

subsequently added to the systems to obtain 3% CO2 simulation boxes. This procedure of adding 2% by

mass was continued up at least until 25% of CO2 had been added. Thirteen simulations boxes with

increasing percentages of CO2 (1% to 25% in increments of 2%) were thus obtained for the 6FDA-

6FpDA+CO2 and 6FDA-6FmDA+CO2 systems. In the case of 6FDA-DAM+CO2, loading was extended

up to 31% in order to attain a CO2 concentration corresponding to a pressure of ~60 bar,22 which has been

used experimentally for conditioning of fluorinated polyimides.19 This amounted to sixteen simulation

boxes for the latter, and a total of forty-two corresponding to sorption for the three polyimides. As

hysteresis has been reported upon desorption following conditioning of the samples,19, 20 removal of CO2

starting from the highest concentrations was carried out in decrements of 2% in the same progressive way

as that described above for sorption. At the end of the desorption phase, systems were also run with 0%
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CO2 to assess the effect of conditioning on the volume of the pure polymer. This desorption procedure

thus added forty-two more systems to the study. As all simulations were run for at least 5500 ps, only one

pure matrix for each polyimide could be used for these diffusion studies. This is unlike our work on the

pure matrices11 and on CO2 solubility in these systems,22 where results were averaged over several

systems for each polyimide and for each CO2 percentage. Some specific values such as the volume

expansion reported in the present paper will thus differ very slightly from the averaged values reported in

the other papers.

The true CO2 concentration Ctrue(CO2) corresponding to a specific number of gas molecules ngas in

a given polymer is simply the ratio between the volume of the gas, Vgas, and that of the penetrant-

containing polymer, Vpol. Ctrue(CO2) expressed in cm3(STP)/(cm3 polymer), a unit which is usually written

as cm3(STP) cm-3 is given by Eq. 2:

 Ctrue(CO2 ) = 
Vgas

STP

Vpol

 =  
ngas  kB  T STP

PSTP  Vpol

(2)

where Vgas
STP is the volume of the ideal gas at standard temperature and pressure conditions (TSTP=273.15 K;

PSTP=1.013 bar), and kB is Boltzmann constant. However, the usual experimental practice is to consider

the volume of the pure polymer Vpol-pure rather than that of the penetrant-containing polymer Vpol which is

rather difficult to follow upon sorption.19 This nominal concentration, referred hereafter as Cnom(CO2), can

be obtained using Eq. 3:

 Cnom (CO2 ) = 
Vgas

STP

Vpol _ pure

 =  
ngas  kB  T STP

PSTP  Vpol _ pure

(3)

It is clear that Cnom(CO2) = Ctrue(CO2) if the polymer does not undergo any swelling upon sorption, which

is the case for low loadings. They will only be different if the volume changes, and in the systems under

study, a maximum difference of 15% between Ctrue(CO2) and C nom(CO2) was found at the highest

percentages.22 These concentrations are also related to a vapour pressure PCO2, which has to be applied
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experimentally to maintain this amount of gas in the polymer. In the models under study, PCO2 has been

established using an iterative procedure37 and extensive details are reported elsewhere.22 The number of

CO2 molecules ngas inserted into the polymer as well as the corresponding mass percentages and nominal

concentrations Cnom(CO2) are given in Table 1 for all systems under study.

6FDA-6FpDA 6FDA-6FmDA 6FDA-DAM
~% CO2

ngas Cnom(CO2) ngas Cnom(CO2) ngas Cnom(CO2)

1 25 7 25 8 19 7
3 76 23 76 23 57 20
5 127 38 127 39 95 34
7 177 53 177 54 133 47
9 228 68 228 70 171 61

11 278 83 278 85 209 74
13 329 98 329 100 247 88
15 380 114 380 116 285 101
17 430 129 430 131 323 115
19 481 144 481 147 361 128
21 531 159 531 162 399 142
23 582 174 582 178 437 155
25 633 189 633 193 475 169
27 - - - - 513 182
29 - - - - 551 196
31 - - - - 589 209

Table 1 Number of CO2 molecules (ngas) inserted into the polymer systems, approximate mass

percentages (obtained from the ratio between the mass of CO2 and the mass of the polymer) and

nominal concentrations Cnom(CO2) calculated using Eq. 3. The latter are expressed in

cm3(STP)/(cm3 polymer), also referred to as cm3(STP) cm-3. The number of atoms of the pure

polymers are 9906 for 6FDA-6FpDA and 6FDA-6FmDA, and 8406 for 6FDA-DAM.

Two schematic representations of the 6FDA-6FpDA system containing 15% CO2, which is the

loading closest to PCO2 ~10 bar (i.e. the pressure at which most permeation experiments are carried out)12,

13 are displayed in Fig. 2 using the VMD 1.8.2 visualization software.38 Fig. 2a shows the entire

simulation box at time t = 5000 ps with the unfolded coordinates for the polyimide and the folded ones
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for CO2, while Fig. 2b gives a close-up of Fig. 2a with all coordinates folded back into the primary box.

Periodic boundary conditions were applied in the three dimensions in order to remove edge-effects.

(a) (b)

 

Figure 2 The 6FDA-6FpDA system loaded with 15% CO2 at t = 5000 ps (a) The entire simulation box

of size ~50 Å3 and (b) a 13×13 Å2 close-up of (a). The color code is the following: cyan =

polyimide C, red = polyimide O, blue = polyimide N, white = polyimide H, green =

polyimide F, yellow = penetrant O and C. These schematic representations are displayed

using the VMD 1.8.2 software.38

The complexity of such systems is well illustrated by Fig. 2, where the polyimide is displayed with bonds

only and the penetrants with hard spheres. Over the course of the simulations, configurations were stored

every 10 ps, the first 500 ps of each run were discarded and all analyses were carried out on production

intervals of at least 5000 ps.
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3. CO2 DIFFUSIVITY IN FLUORINATED POLYIMIDES

The main purpose of this work is to study the different parameters associated with CO2 diffusivity

in three 6FDA-based polyimides as a function of the progressive CO2 loading, both upon sorption and

desorption. It should be noted that no evidence of crystallinity has been reported experimentally for these

materials,39 so the amorphous models should be consistent with the real systems.

3.1. CO2 trajectories

The mechanisms underlying small gas motion in glassy dense matrices are known to be based on

combinations of oscillations within available free volumes and occasional jumping events.40-42 Diffusion

proceeds by hopping between different voids, which is made possible by the temporary opening of

channels within the polymer matrix.40, 41, 43 The behaviour of CO2 in the three polyimides under study is

indeed found to be similar to that of smaller and less-soluble penetrants.35, 44-46 Figure 3a displays some

individual square displacements, (ri(t)-ri(0))2, for CO2 molecules belonging to the 6FDA-6FpDA and

6FDA-6FmDA 1% systems (Cnom(CO2) ≈ 8 cm3(STP) cm-3), which were run up to 10000 ps. In Figure 3b,

the actual trajectories of the CO2 carbons in the 6FDA-DAM systems at 3% and 15% are visualized using

VMD.
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Figure 3 (a) Individual displacements of CO2 molecules belonging either to the 6FDA-6FpDA or to

the 6FDA-6FmDA systems, both being loaded with 1% CO2 (b) Schematic representations

of CO2 trajectories over 5000 ps displayed using VMD in the 6FDA-DAM systems loaded

with 3% (left) and 15% (right) CO2. Configurations have been accumulated every 10 ps so

that each segment actually spans that time-interval.

The jump mechanism is well visible in Fig. 3a. Even if the individual molecules can oscillate within the

same site for typically several hundred picoseconds (with an amplitude usually < 5-10 Å), they also jump

back and forth between different sites. They occasionnally get temporarily “trapped” in a dead-end but

always eventually reach a position which allows them to take another path. Close examinations of
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individual trajectories reveal that the behaviour pattern can differ at lot between the penetrants in terms of

time-of-residences and jump efficiencies. These motion mechanisms are thus very representative of the

heterogeneity of microvoids in such glassy polymer matrices. Fig. 3b shows that diffusivity is isotropic in

our bulk polymer models. It is clear that the more penetrants in the matrix, the more likely they are to

sample the available void space, and indeed, in similar pictures with higher loadings, it becomes

increasingly difficult to display unaffected regions of the matrix, others than on the scale of few Å. The

mobility of the polymers, which undergo natural fluctuations of that order of magnitude, allows for a

temporary passage of the gas molecules. It is worth nothing that, as noted before, the 15% CO2 loading

(right in Fig. 3b) is the closest to PCO2 ~10 atm for all three polyimides.

In our models, the effective volume dilation starts above a nominal concentration of ~40 cm3(STP)

cm-3,22 which corresponds to ~5-7% CO2 depending on the polyimide under study. This is in excellent

agreement with the experimental study of Bos et al.47 who studied eleven different glassy polyimides and

reported that all the polymers are getting plasticized at the same critical (nominal) concentration of

36±7 cm3(STP) cm-3. Despite volume dilation, the basic jump mechanism is still found to be present at

higher CO2 loading. This is clearly shown by Fig. 4a, where several CO2 trajectories were extracted from

some 5000 ps 6FDA-DAM simulations under different loading conditions. Molecules diffuse at lot faster

in the more concentrated systems (with a maximum volume swelling of 19% for 6FDA-DAM),22 jumps

show larger amplitudes and time-of-residences get shorter. However, they do not yet really display the

very smooth paths characteristic of liquid-like diffusion. This suggests that we are still in a transition

stage between the hopping-type and the liquid-like regimes, and that plasticization in the experimental

pressure range is not likely to result readily in a change of mechanism for CO2 motion. Fig. 4b gives the

distributions for the magnitudes r of the CO2 displacement vectors as a function of CO2 loading in 6FDA-

6FpDA. These distributions have been averaged over all time-origins and over all gas molecules for a

time-interval of 4000 ps. In Fig. 4b, the characteristic shoulder pattern of the van Hove correlation

functions in the non-Fickian regime is still visible.44 There is a weak peak at very low distances which is
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associated to the CO2 molecules which remain or return to the near vicinity of their position at the time-

origin, while the larger peak is related to those molecules which manage escaping from their initial

environment. As CO2 loading increases, the first peak tends to disappear in favour of the second diffusive

one, a behaviour which is fully consistent with the trajectories displayed in Fig. 4a. However, even if the

first peak is very attenuated, it is still present at the highest concentrations.

0

2000

4000

6000

0 1000 2000 3000 4000 5000

7% (47)
15% (101)
23% (155)
31% (209)

(r
i(t)

 - 
r i(0

))2  / 
Å

2

t / ps

0

0.01

0.02

0.03

0.04

0.05

0 10 20 30 40 50 60 70

11% (83)
15% (114)
19% (144)
25% (189)

ρ(
r)

 / 
Å

-1

r / Å

(a) (b)

Figure 4 (a) Individual displacements of CO2 molecules in 6FDA-DAM with different CO2 loadings

(b) Normalized distributions of the magnitudes r of the displacement vectors over a time-

interval of 4000 ps in 6FDA-6FpDA with different CO2 loadings. The ρ(r) have been

averaged over all time-origins and over all gas molecules. The figures in parentheses in the

legends are the nominal concentrations Cnom(CO2) in cm3(STP) cm-3.

3.2. The different diffusion regimes for CO2 at 308 K

In MD simulations, diffusion coefficients are usually obtained from the penetrant mean-square

displacements, MSDs = <(ri(t+t0)-ri(t0))
2>, averaged over all penetrants and all possible t0 time origins

of the production runs. The MSDs can then be used to evaluate the self-diffusion coefficients D using

Einstein’s equation: 
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D = 
t→∞
lim  1

6t
 <  ri t + t0( ) − ri t0( )( )2 > (4)

However, Eq. 4 is only valid under the assumption that the gas molecules follow a random walk. In dense

polymers, where penetrant motion is strongly restricted by the immediate environment, the random-walk

condition is obtained within the framework of a long-time Fickian diffusive limit, i.e. when the MSDs are

proportional to t. In the intervening time, with the exception of a short-time ballistic regime at the very

start, the MSD curves are usually found to be proportional to tn with n < 1, which characterizes the so-

called anomalous diffusion regime.40, 41, 44, 48 The actual diffusion regime can identified from log(MSD)-

log(t) plots, 40, 41 where the transition from the anomalous to the Fickian regime is characterized by a slope

tending to one.49

The penetrant MSDs in 6FDA-6FpDA are given in Figure 5. Fig. 5a displays the MSDs obtained

at low loadings which decrease while %CO2 increases. Fig. 5b gives the MSDs at higher loading which

increase with %CO2. The lowest MSD obtained for 11% (Cnom(CO2) ≈ 80 cm3(STP) cm-3) is shown in

both graphs.

0

200

400

600

0 1000 2000 3000 4000 5000

1%
3%
5%

7%
9%
11%

<(
r i(t+

t 0)-r
i(t

0))2 > 
/ Å

2

t / ps

(a)

 

0

500

1000

1500

0 1000 2000 3000 4000 5000

11%
13%
15%
17%

19%
21%
23%
25%

t / ps

<(
r i(t+

t 0)-r
i(t

0))2 > 
/ Å

2

(b)

Figure 5 CO2 mean-square displacements (MSDs) in 6FDA-6FpDA vs time plots for (a) 1 to 11%

CO2 (b) 11 to 25% CO2. The MSDs have been averaged over all penetrants in a system and

all possible time-origins t0
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Similar plots are obtained for 6FDA-6FmDA and 6FDA-DAM. It is not possible to extract true diffusion

coefficients as the slopes obtained from the corresponding long-time limits of the log(MSD)-log(t) plots

fall within the range 0.6 to 0.9. As expected, those associated to the highest CO2 concentrations tend to

approach a slope of one faster than the lower loading systems, which is consistent with an increased

mobility in the former (Fig. 5b).

The values of the CO2 MSD in 6FDA-6FpDA obtained for a time-interval (t-t0) = 4000 ps, both

over the sorption and the desorption phases, are displayed in Fig. 6 as a function of the nominal CO2

concentration. The percentage of volume change defined as:

Volume change = (V (Cnom ) −V0 )
V0

×100 =
ΔV
V0

×100 (5)

where V0 is the volume of the pure polymer prior to any CO2 insertion and V(Cnom) is the volume of the

simulation box corresponding to a specific loading is also indicated on Fig. 6.
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Figure 6 Left axis: CO2 MSD values in 6FDA-6FpDA simulations averaged over all time-origins and

all penetrants over a time-interval of 4000 ps. The black squares refer to MSD obtained over

the progressive loading sorption phase and the white squares to the progressive desorption

phase. Right axis: the corresponding percentages of volume swelling over sorption and

volume contraction over desorption (Eq. 5).



16

In our 6FDA-6FpDA model, volume swelling starts at ~40 cm3(STP) cm-3 and goes up to ~16% at ~200

cm3(STP) cm-3. Following exposure to this concentration, the simulation box volume decreases when CO2

molecules are progressively removed, but never returns to the values of the volume found in the sorption

phase. Indeed, this specific conditioning eventually results in a volume increase of ~2.5% for the pure

polymer. Penetrant-induced hysteresis thus clearly occurs in glassy polymer even over the few

nanoseconds timescale available to MD simulations.

As far as the sorption MSDs (black squares in Fig. 6) are concerned, they tend to slightly decrease

up to Cnom(CO2) ≈ 80 cm3(STP) cm-3 (volume swelling of ~3%), as can be seen from Fig. 5a. This can

linked to the limited volume change associated with the increase in the number of penetrants, which leads

to available sites for diffusion being occupied by other CO2 molecules. However, within the available

statistical resolution and with the exception of very low loadings, the penetrant MSD in that concentration

range are actually rather similar. This is consistent with the observation that, unlike penetrants such as

H2O,50 CO2 does not tend to form any CO2...CO2 clusters inside the polyimide matrix.22 The mobility of

one penetrant is thus unlikely to be affected by that of another penetrant, except for purely space-

occupying considerations. At higher concentrations, plasticization results in a constant increase in

volume, and thus in more space available for the penetrants to move. The same behaviour has been

reported experimentally by Coleman and Koros for CO2 pressures greater than 10 atm,19 which in our

model correspond to nominal concentrations above ~100 cm3(STP) cm-3. These authors showed that the

increase in diffusivity in plasticized films offsets the decrease in the solubility and leads for 6FDA-

6FpDA to an overall increase in permeability of ~7 at 60 atm compared to that at 10 atm in unconditioned

films. They also described the permeability as increasing significantly over the first 2 days following

exposure to CO2, a stage which is followed by a slow creep to the steady-state permeability over a 2-3

week period.19 It is clear that such timescales can never be directly accessed using MD simulations, and in

the CO2 MSD averaged over a time-interval of 4000 ps (Fig. 6), the increase in diffusivity between 100

and 200 cm3(STP) cm-3 is only ~2.5. While it is difficult from a statistical point-of-view to use a higher
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time-interval when production runs are 5000 ps long, the same ratio is found to be ~2.0 if the analyses are

carried out over a time-interval of 1000 ps, ~2.1 over 2000 ps and ~2.3 for 3000 ps. It is thus likely that

this ratio will keep on increasing with time up to when the Fickian diffusion regime is attained.

The hysteresis found in the volumetric analyses22 is also evident in the diffusivities (white squares

in Fig. 6), with the CO2 MSD analysed over the same time-interval being quite a bit higher in desorption

than in sorption. Interestingly the largest differences are seen for the low CO2 loadings, i.e. systems with

an initially limited volume swelling. This can be directly associated to chain motion, which is enhanced in

the most-swollen systems as the packing density of the polymer decreases. Similar penetrant MSD vs

loading plots are obtained for 6FDA-6FmDA and 6FDA-DAM.

While their comparative volumetric properties have been reported elsewhere,22 it is possible to

compare their permeation properties by multiplying the MSD over a given time-interval by the

corresponding experimental nominal solubility S0.19, 51 This "pseudo-permeability", that is the product of

solubility by diffusivity (Eq. 1), is displayed in Fig. 7 for all three polyimides under study. The order in

"pseudo-permeabilities" is 6FDA-6FmDA < 6FDA-6FpDA < 6FDA-DAM, which is fully consistent with

experimental results.10, 12-18 For 6FDA-DAM, both the sorption and the desorption values have been

indicated in Fig. 7.
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Figure 7 "Pseudo-permeabilities" obtained from the product of the experimental nominal solubilities

S0 19, 51 by the CO2 MSD values averaged over all time-origins and all penetrants for a time-

interval (t-t0) = 4000 ps. The data shown are extracted from the sorption phase, except for

6FDA-DAM for which both the sorption and the desorption data are displayed.

If one compares the symmetric 6FDA-6FpDA and asymmetric 6FDA-6FmDA isomers, their

density difference is known to be rather small both from an experimental and from a modelling point of

view, i.e. about 1%.11 It has been noted in an experimental study that, although this could reflect small

variations in intersegmental packing and void spaces, such a limited difference in density is not enough to

fully explain the respective gas transport properties.12 Indeed, the permeability of CO2 in the para isomer

has been reported to be about 12 times higher than that in the meta isomer.12 On the other hand, both

isomers have been shown to differ notably in glass-transition Tg and sub-Tg temperatures, and hence in

dynamic properties.39 6FDA-6FpDA displays a Tg at 593 K and three secondary transitions, among which

an intense one at 391.5 K. In the case of 6FDA-6FmDA, the Tg is at 527 K, with a sub-Tg transition at

422 K which is more difficult to distinguish as it appears as a shoulder to the Tg. While the Tg of 6FDA-

6FmDA is lower than that of 6FDA-6FpDA, there is an obvious change in the slope of CO2 permeability

vs T at the sub-Tg temperature of 391.5 K, which is only found in 6FDA-6FpDA.39 The subtle chain
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motions that begin near 391.5 K in the para-isomer are thus associated with gas transport. On the other

hand, the lack of a similar high-intensity sub-Tg transition situated far enough from the large fluctuations

of the T g in 6FDA-6FmDA is attributed to an increased intersegmental and intrasegmental steric

resistance in the nonsymmetric meta unit, which does not allow such an energetically favored motion as

that of the symmetric para linkage.19, 39 This is supported by our MD simulations for the pure polymers,

where probability density distributions for distances between C1 (the central carbon in the 6FDA

dianhydride) and C2 (the central carbon in the diamine) were found to exhibit two peaks for 6FDA-

6FmDA and a single peak situated at larger distances for the symmetric 6FDA-6FpDA isomer. Both

peaks in 6FDA-6FmDA were attributed to the two different positions of the C2 atom with respect to C1

that result from a rotation through 180° of the diamine ring around the N-C bond linking it to the

dianhydride. These two peaks were also apparent in the C1
...C2

...C1 angle distributions in 6FDA-6FmDA.

In contrast, the C1
...C2

...C1 angles in 6FDA-6FpDA were all close to 110°, as expected from the symmetry

of the para-substitution. para-linked aromatic rings, which are separated by larger distances than their the

meta isomer, can move more freely and this affects properties such as diffusivities.11 The restricted

mobility of meta-linked phenylene rings permits more efficient packing and, as a consequence, 6FDA-

6FmDA is more densely packed than 6FDA-6FpDA.11 This is confirmed by experimentally-determined

densities, d-spacings and fractional free volumes (FFV).39

Interestingly, the trend of the meta-connected polyimide having lower permeabilities than the

para-connected ones is a general one. In their comparison of gas permeabilities in fluorinated and non-

fluorinated polyimides,13 the nineteen systems studied by Tanaka et al. included meta-linked PMDA-

mp'ODA and para-linked PMDA-pp'ODA as well as meta-linked 6FDA-mp'ODA and para-linked

6FDA-pp'ODA. Although the diamine is not the same as the one under study here, the meta-linked

systems systematically have a slightly higher density and lower fractional free volume. Although

differences in densities are quite small (0.011 g.cm-3 between MDA-mp'ODA and PMDA-pp'ODA, and

0.006 g.cm-3 between  6FDA-mp'ODA and 6FDA-pp'ODA), the permeability for CO2 is found to ~3
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times larger in both para isomers compared to their meta counterparts. This ratio is mostly due to the

differences in diffusion coefficients which are also of the order of ~2-3. In the same vein, the 6FDA-ODA

para isomer has been reported as having a CO2 permeability which is twice that of the meta isomer by

Stern et al. 52 while Matsumoto et al. report a difference of 3.8 for exactly the same polymers.8, 9 They also

studied other (para-meta) pairs, which lead to differences in PCO2 of ~2.4 for 6FDA-TPE and of ~3.5 for

6FDA-BAPS.8, 9 In all cases, the para-connected polyimides exhibit higher gas permeabilities and lower

permselectivities than the meta-connected polyimides because of their larger amount of free volume and

lower interchain interactions, which mean that the gas can permeate more easily. Such an order of

magnitude between para- and meta-connected structures is more in agreement with the results of our

models, where similarly low differences in densities and associated CO2 pseudo-permeabilities (Fig. 6)

are found, rather than the factor of 12 reported by Coleman et al.12 As we are not aware of any other

experimental data on CO2 permeability in 6FDA-6FmDA, it is difficult to assess the reproducibility of the

experimental measurements and their dependence upon the processing parameters. In addition, there is no

mention either of the number of films used in the permeation studies, nor of the reproductibility of the

measurements.12 Our models thus display the para- vs meta- trend found elsewhere, but not up to the

surprisingly high value given for the two isomers in the literature.

In 6FDA-DAM, the bulkiness of the methyl groups make chain packing inefficient. It has long been

reported that key factors in controlling the diffusion coefficient and selectivity for glassy polymers are the

packing density associated to the local mobility of polymer chains. The high fraction of large holes

created by packing irregularities when methyl substituents are added to the diamine motive was identified

by Tanaka et al. as being an important feature in the large increase of diffusivities associated to much

lower CO2/CH4 selectivities.14 This is clearly the case here both over the sorption phase and over the

desorption phase. Interestingly, the model reproduces even over such limited timescales the qualitative

features of the conditioning loop found experimentally with permeabilities getting even higher at lower

loadings over the desorption phase.19, 20 Examination of the model data reveal that, while the desorption
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MSD are always higher than the sorption ones, there is little variation as a function of CO2 concentration

over this range. The main factor affecting the "pseudo-permeabilities" are the higher solubilities S0 at

lower loadings. There is thus an interplay between diffusion and solubility which results in such a shape

for the permeability over desorption.

3.3. Temperature dependence of D

As temperature increases, the mechanism of penetrant motion is expected to gradually change

from the successions of oscillations within voids and jumping events to a more homogeneous liquid-like

scattering process.53, 54 However, the temperature dependence of the diffusion coefficient remains

Arrhenius in nature as long as the mechanism is still largely in the low-temperature hopping regime,39

which happens even over the glass transition region in glassy polymers.54 This is the case at 700 K, which

lies above the Tg of all three polyimides (reported from various experimental studies as being in the range

575-605 K for 6FDA-6FpDA, 640-670 K for 6FDA-DAM and ~530 K for 6FDA-6FmDA)11, as can be

seen in Fig 8:
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Figure 8 Individual displacements of CO2 molecules belonging either to the 6FDA-6FpDA or to the

6FDA-DAM systems at 700 K, both being loaded with 3% CO2



22

If one compares Fig. 3a at 308 K and Fig. 8 at 700 K, it is clear that at higher temperatures, the jumps are

more frequent and the time of residence in voids is much shorter. The oscillations are also larger that

those found for higher concentrations at 308 K (Fig. 4a). However, the basic mechanism still remains that

of hopping-type rather than liquid-like diffusion. 700 K was the highest temperature considered for both

6FDA-6FmDA and 6FDA-DAM. 6FDA-6FpDA was actually studied over a larger (400 K-900 K)

temperature range, but the trajectories at 900 K are qualitatively similar to those at 700 K. It is thus

possible to write the Arrhenius equation for the diffusion coefficient as a function of temperature, D(T),

(Eq. 6):

D(T ) = D0  exp −Ed
RT

⎛
⎝⎜

⎞
⎠⎟ (6)

where D0 is a prefactor, Ea is the activation energy for diffusion and R is the gas constant. Additional

simulations for all three polyimides under study were run at various temperatures T ranging from 400 K

to 900 K and the corresponding diffusion coefficients D(T) were extracted from the Fickian regime parts

of the CO2 MSDs vs time curves, identified by a slope of one in the log(MSD)-log(time) plots. Figure 9a

shows the natural logarithm of D(T) as a function of the reciprocal temperature for three different CO2

loadings in the 6FDA-6FpDA polyimide. Fairly low loadings (1%, 3% and 15%) were selected in order to

account for the well-known decrease in solubility as temperature increases.39 The actual simulation points

are displayed with symbols only (circles and white squares) while the lines are the extrapolations of the

MD results down to the experimental temperature range. The black squares are the extrapolated model

values at 308 K and the crosses are a series of experimental CO2 diffusion coefficients at 308 K which

can be found in the literature.12, 13, 15, 17, 18
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Figure 9 Logarithm of the CO2 diffusion coefficient as a function of reciprocal temperature in (a)

6FDA-6FpDA loaded with 1%, 3% and 15% CO2 and (b) 6FDA-6FmDA loaded with 1%

CO2 and 6FDA-DAM loaded with 15% CO2. The simulated data (S) obtained at T > 400 K

are indicated by circles and white squares. The lines are extrapolations (E) to the simulated

data, the black squares are the extrapolated model values at 308 K and the crosses are

experimental data available in the literature (see text for details)

The linear Arrhenius extrapolation holds well for all 6FDA-6FpDA loadings under study. This is

especially obvious for the 3% system, where data were obtained at 100 K intervals, but the other loadings
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basically lead to similar diffusion coefficients at 308 K. The agreement with experimental data is good,

even if there is a fair amount of scatter in the latter. This is not surprising considering the large amount of

processing factors that affect permeation in glassy systems,55 such as molecular weight,56 film thickness,57

residual solvent,58 heating cycle,59, 60 casting conditions.60 and more specifically for CO2, the strong impact

of conditioning.19, 20 The simulated extrapolated DCO2 for 6FDA-6FpDA at 308 K is of the order of ~2 10-

7 cm2s-1, while Coleman et al. 12 report 1.3 10-7 cm2s-1 and Wang et al. 18 1.7 10-7 cm2s-1. This order of

magnitude would have been difficult to obtain on the MD timescale by using the MSD vs time curves at

308 K only. Results for the other two polyimides under study are given in Fig. 9b. There are a lot less

available experimental data 12, 14, 16 and their reproductibility is difficult to assess. However the model is

found to agree very well for DAM (DCO2 for 6FDA-DAM at 308 K is ~8 10-7 cm2s-1 while Tanaka et al.10, 14

give 5.4 10-7 cm2s-1). On the other hand, it appears to overestimate the diffusion coefficient for 6FDA-

6FmDAwhich is ~8 10-8 cm2s-1, that is larger than the only experimental value available by Coleman et

al., ~1.34 10-8 cm2s-1 (lower cross on Fig. 9b).12 In simulations, an agreement within a factor 2-3 for the

diffusion coefficient is usually considered as very good,40 taking into account both the simplified nature

of the modelling and the many experimental factors. It is clear that 6FDA-6FpDA and 6FDA-DAM fall

well within this range. In the case of 6FDA-6FmDA, we only have one experimental value to compare to,

and as noted before, the model difference of ~2.5 between para- and meta- is quite consistent with other

para-vs-meta studies. Another point to consider is that, in experimental studies, D is usually obtained

indirectly by dividing permeability, measured using a gas permeation equipment by solubility, which is

determined by a sorption cell.12-14 Tanaka et al. give as an estimation of the uncertainties as being ±3% for

P and ±3×10-4 cm3(STP) cm-3 cmHg-1 for S in their studies.13, 14

The activation energies for the diffusion Ed can be obtained from the Arrhenius extrapolations of

the high-temperature data displayed in Fig. 9. Ed is found to be approximately equal to ~

6.6 kcal mol-1 for 6FDA-6FpDA, ~6.3 kcal mol -1 for 6FDA-6FmDA and ~5.4 kcal mol -1 for

6FDA-DAM. Although we are not aware of any experimental high-temperature data for the latter,
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Costello et al.39 have measured gas permeabilities for several penetrants, among which CO2, at

temperatures up to 600 K for 6FDA-6FpDA and to 550 K for 6FDA-6FmDA. Gas solubilities were

obtained at temperatures up to 473 K. Diffusion coefficients were again obtained indirectly. In 6FDA-

6FpDA, the activation energy for permeation Ep is found to be consistently higher above the sub-Tg

temperature of 391.5 K than that below this temperature. The authors thus report two values for Ep, one

below ~391.5 K and one above, attributing the difference to an enhanced segmental and vibrational

motion above this secondary transition. The corresponding Ed  are 7.4 kcal mol-1 above 391.5 K and

4.4 kcal mol-1 below. Considering the differences in conditions and timescales between experiment and

modelling, the model value of Ed = 6.6 kcal mol-1 for 6FDA-6FpDA obtained over a 400 K-900 K

temperature range compares rather favourably with the experimental value of 7.4 kcal mol-1. There is an

even better agreement for 6FDA-6FmDA with the model value of Ed = 6.3 kcal mol-1 falling very close to

the experimental value of 6.6 kcal mol-1.39 The diffusion coefficients and activation energies of the model

system are thus clearly validated by available experimental data.
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Conclusions 
 

 This research project started with a detailed literature search for polymers with high 

CO2 permeability. Fluorinated polyimides were found to be an attractive option, because of 

their very good mechanical, chemical resistance and gas transport properties. Among the 

various fluorinated polyimides, 6FDA-dianhydride-based polyimides are very popular, 

because of their applications in a wide range of industries ranging from gas filtration to 

aeronautics. There is also a large amount of experimental data available in the literature. We 

selected three 6FDA-based polyimides for our study, namely 6FDA-6FpDA, 6FDA-6FmDA 

and 6FDA-DAM. 

 

 6FDA-6FpDA and 6FDA-6FmDA are structural para and meta isomers. Their static 

properties such as the density, the FFV, the Hildebrand solubility parameter are quite 

comparable (see section 3.3). However, their gas transport properties are different, with the 

para-isomer exhibiting a diffusion approximately 10 times faster and a solubility for CO2 

approximately twice as large compared to its meta-isomer.27,28,118 It is important to note that 

while there are many studies related to the para-isomer in the literature, there is actually very 

little on the meta-isomer.27,28,32,33,40,42,54,56,118,130 There are some explanations for the 

differences in their gas transport properties based on their Tg and sub-Tg temperatures,70,118 but 

there is no clear insight. This is the reason while we selected these two polyimides for our 

studies. The third polyimide, 6FDA-DAM, differs only in the diamine structure, but it has a 

considerably larger permeability for CO2 when compared to the other two polyimides. There 

is also a range of CO2 diffusion and solubility data available in the literature for this 

polyimide. 30 ,32,49 ,59 ,144 ,156  
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 Molecular dynamics simulations of all-atom bulk models for the three selected 

polyimides were carried out in the first stage. The well documented PMC-MD technique169-

177,169-177,225 was adopted to prepare the initial chain configurations with an n-local value of 4. 

In total, thirty individual models were simulated in two different sizes (~10000 atoms and 

~20000 atoms). All the simulations were 3000 ps long and the final 2000 ps were considered 

as the production runs. The relaxed densities of all our bulk models were in very good 

agreement with the average experimental densities of the respective polyimides.27-

29,31,32,35,36,38,39,42,45,49,52,54,56,57,61,63,70,118,145,156 The FFV calculated using Bondi’s group 

contribution method, the model wide-angle X-ray scattering (WAXS) data used to calculate 

the d-spacing were also found to be in good agreement with the literature data.44,144 In 

addition, potential energies and Hildebrand solubility parameters were calculated and found to 

be close to the values for similar types of polymers.169,170,175 This work allowed us to analyse 

the structural properties and void spaces with respect to the gas transport properties. 

 

 Following the preparation of the pure polymer models, a 3-site rigid carbon dioxide 

molecular model, using the the optimized parameters reported by Zhang and Duan,232 was 

validated by comparing the liquid-vapour coexistence properties and the experimental heat of 

vaporisation to the known values.232 

 

 In the second stage of this project, the CO2 sorption isotherms were calculated using 

the all-atom bulk models of the selected polyimides and the site-site CO2 molecular models 

prepared previously. A systematic and realistic step-wise insertion procedure was adopted to 

insert CO2 molecules to the bulk models of polyimides. The polyimide models were allowed 

to relax naturally without imposing any pre-swelling. 
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 In molecular dynamics simulations, the pressure and the CO2 concentration inside the 

bulk models are independent of the external pressure. In order to calculate the external 

pressure which is in equilibrium with the concentration of CO2 inside the polymer model, an 

iterative procedure, based on the fact that the total chemical potential of the gas in the gas 

phase and the gas in the polymer phase is equal, was used.242 This method predicts the 

concave shape of the mass uptake curve. While the solubilities calculated at low pressures are 

comparatively high with respect to the experimental values, they tend to converge above 

pressures of 10 atm. At this pressure, model solubilities are around twice the experimental 

solubilities, which is quite good considering the approximations used in the models and the 

many factors affecting the experimental measurements. From a simulation point-of-view, the 

deviations between model and experimental solubilities could possibly be explained by 

factors such as the selection of mixing rules for Van der Waals cross terms for calculating 

non-bonded interactions243 or the partial charges used in the site-site CO2 models. However, 

we found a limited dependence, since after testing a range of these parameters, model 

solubilities were still higher than the experimental values. From an experimental point of 

view, these discrepancies could be attributed to factors affecting the fractional free volumes 

and their distributions such as ageing of glassy polymers, thermal history, solvents used to 

cast films or drying conditions.31-33,40,56,57,118 For example, since the solubility at low pressures 

is highly dominated by the hole-filling sorption, the plasticization or anti-plasticization effects 

induced by residual solvent can affect it.244-246 

 

 CO2-induced volume swelling upon sorption was analysed as a function of CO2 

concentration. The polymer models were allowed to relax on their own and volume dilations 

were calculated directly from the equilibrium volumes of the models with different CO2 

loadings. At low loadings, the differences in volume swelling between different polyimides 
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can be explained by the differences in their FFV. The lower FFV (0.167) of 6FDA-6FmDA 

leads to dilations at lower CO2 concentrations than 6FDA-6FpDA and 6FDA-DAM which 

have slightly higher FFV (0.176 and 0.178 respectively).247 The partial molar volume of CO2 

calculated at high concentrations, where each and every incoming CO2 molecule contributes 

to volume swelling, is 30±2 cm3 mol-1 in all three polyimides, which is very much within the 

range of experimental values found in the literature.124 There are no direct experimental 

curves to compare to our model volume dilation data for all these polyimides. However the 

only data available for 6FDA-DAM69 shows that the volume swelling predicted by our 

models is a bit smaller than the experimental value. This can be explained by the relatively 

slow dynamics of volume dilation135 and other factors such as ageing. Interestingly, in all 

three polyimides, the slope of the volume swelling curve shifts towards a higher value above 

the critical concentration of ~40 cm3(STP)/cm3(polymer) of CO2 and experimentally Bos et 

al. found a critical concentration of 36±7 cm3(STP)/cm3(polymer) for 11 different glassy 

polymers.132 The probe accessible void volume (PAV) analyses support the theory that hole-

filling sorption is the dominant mechanism at low concentrations of CO2, while the effective 

volume swelling starts above the critical concentration of CO2. 

 

  The experiments by Krause et al.,238,239 which concluded that there is a  dependence of 

the glass transition temperature on the concentration of CO2 of 2.5 K/cm3(STP)/cm3(polymer) 

for polysulfone are very interesting with respect to the behaviour of our models. Although it is 

unlikely that a glass-to-rubber transition occurs over the timescale of the MD simulations, the 

polymer chain mean-square displacements are indeed enhanced at high CO2 concentrations.  

 

 The radial distribution functions show that the shortest polymer-penetrant distances 

associated to CO2 are found with be those with the carbonyl oxygens and the fluorines on the 
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polyimide chains. This is likely to be related to the fact that these specific atoms "stick out" of 

chain and are thus closer to the penetrant. However, cluster analyses of CO2 in the polymer 

matrices reveal that CO2 molecules behave in a way similar to their gaseous state. There is no 

formation of large CO2 clusters, thus implying homogeneous swelling of the polymer. 

 

 In general, the exposure of glassy polymer membranes to high CO2 concentration 

leads to a conditioning effect.27,28,32,33 In experiments, this conditioning is studied after 

exposing the polymer membranes to high CO2 pressures for 2-3 weeks in order to obtain 

stable permeation conditions.27,28 However, it is not possible to address such timescales in 

MD simulations, and thus the conditioning effect is studied here on very short timescales. In 

the present work, we obtained desorption isotherms and volume contraction curves, starting 

from the highest-concentration systems at 60 bar pressure for all three polyimides. 

Interestingly, the immediate exposure of polymer models to 60 bar does have an effect on 

solubilities and on volume relaxations. The volume changes in the pure polymer systems 

induced by sorption and subsequent desorption of CO2 were greater for 6FDA-DAM (6.5%) 

than 6FDA-6FmDA (4%) and 6FDA-6FpDA (2.5%). These relaxations can be explained by 

the structural transformations of these polymers at high CO2 concentrations. 

 

 In order to calculate diffusion coefficients for CO2 in these polymers, models would 

have to be simulated for sufficient times (typically hundred of ns) in order to reach the 

Fickian regime. This would require a huge amount of computational time. Consequently, we 

used  shorter simulations (5000 ps) to study the CO2-concentration dependence of the mean 

square displacements. As expected, the displacement of CO2 molecules decreases up to the 

critical concentration and increases at higher concentrations, due to volume swelling. The 

underlying key factors are polymer chain mobility and packing density. 
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 This project could be further carried out by analysing the mixed-gas transport 

properties in these polyimide models, such as CO2/CH4. It would also be interesting to build 

chemically cross-linked polymer models in order to address their effect on gas transport and 

volume swelling. 
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All bond, bending and torsional angle, out-of-plane and Van der Waals parameters taken from 

TRIPOS 5.2168 (Table 9) and the converted values to the analytical forms used in gmq are 

presented here. The equations (Eq. 46) used for conversion are given in section 3.1.  

Bonds Bond type Bond Length [Å] 

1—2 C1—CF1 1.540 
1—3 C1—Car1 1.525 
2—7 CF1—F1 1.360 
3—3 Car1—Car1 1.395 
3—4 Car1—Cket 1.510 
3—13 Car1—H 1.084 
4—5 Cket—Oket 1.220 
4—6 Cket—N 1.345 
6—8 N—Car2 1.416 
6—15 N—H 1.000 
8—8 Car2—Car2 1.395 
8—9 Car2—C2 1.525 
8—12 Car2—CCH3 1.540 
8—13 Car2—H 1.084 
8—15 Car2—H 1.084 
9—10 C2—CF2 1.540 
10—11 CF2—F2 1.360 

12—14 CCH3—H 1.100 
Table 15. Bond lengths. 

 



Annexes 
___________________________________________________________________________ 

 222 

Bending type Atom type θ0 ki,j,k [kcal mol-1 deg-2] kθ [kJ mol-1] 
2—1—2 CF1—C1—CF1 109.5 0.024 741.968 
2—1—3 Car1—C1—CF1 109.5 0.024 741.968 
3—1—3 Car1—C1—Car1 109.5 0.018 556.476 
1—2—7 F1—CF1—C1 109.5 0.020 618.307 
7—2—7 F1—CF1—F1 109.5 0.040 1236.61 
1—3—3 Car1—Car1—C1 120 0.024 879.057 
3—3—3 Car1—Car1—Car1 120 0.024 879.057 
4—3—3 Cket—Car1—Car1 120 0.024 879.057 
3—3—13 Car1—Car1—H 120 0.024 879.057 
3—4—5 Car1—Cket—Oket 120 0.026 952.311 
3—4—6 Car1—Cket—N 120 0.040 1465.09 
5—4—6 N—Cket—Oket 123 0.030 1171.67 
4—6—4 Cket—N—Cket 120 0.018 659.239 
4—6—8 Cket—N—Car2 120 0.052 1904.62 
4—6—15 Cket—N—Hterm 119 0.016 574.577 
6—8—8 Car2—Car2—N 120 0.062 2270.897 
8—8—8 Car2—Car2—Car2 120 0.024 879.057 
8—8—9 Car2—Car2—C2 120 0.024 879.057 
8—8—12 CCH3—Car2—Car2 120 0.024 879.057 
8—8—13 Car2—Car2—H 120 0.024 879.057 
8—8—15 Car2—Car2—H 120 0.024 879.057 
8—9—8 Car2—C2—Car2 109.5 0.018 556.476 
8—9—10 CF2—C2—Car2 109.5 0.024 741.968 
10—9—10 CF2—C2—CF2 109.5 0.024 741.968 
9—10—11 F2—CF2—C2 109.5 0.020 618.307 
11—10—11 F2—CF2—F2 109.5 0.040 1236.61 
8—12—14 Car2—CCH3—H 109.5 0.016 494.645 
14—12—14 H—CCH3—H 109.5 0.024 741.968 

Table 16. Bending angle parameters in TRIPOS 5.2 (kcal mol-1 deg-2) and converted values 

in gmq (kJ mol-1) 
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Torsion Symbol Bond type 
k 

[kcal mol-1 deg-2] 
s C1 C2 C3 C4 C5 C6 

2-1-2-7 CF1-C1-CF1-F1 1 0.2 3 836.8 2510.4 0 -3347.2 0 0 
3-1-2-7 Car1-C1-CF1-F1 1 0.2 3 836.8 2510.4 0 -3347.2 0 0 
2-1-3-3 CF1-C1-Car1-Car1 1 0.12 -3 502.08 -1506.24 0 2008.32 0 0 
3-1-3-3 Car1-C1-Car1-Car1 1 0.12 -3 502.08 -1506.24 0 2008.32 0 0 
1-3-3-3 C1- Car1- Car1-Car1 ar 2 -2 16736 0 -16736 0 0 0 
1-3-3-13 C1- Car1- Car1-H ar 2 -2 16736 0 -16736 0 0 0 
3-3-3-3 Car1-Car1-Car1-Car1 ar 2 -2 16736 0 -16736 0 0 0 
3-3-3-4 Car1-Car1-Car1-Cket ar 2 -2 16736 0 -16736 0 0 0 
3-3-3-13 Car1- Car1- Car1-H ar 2 -2 16736 0 -16736 0 0 0 
4-3-3-4 Cket- Car1- Car1-Cket ar 2 -2 16736 0 -16736 0 0 0 
4-3-3-13 Cket - Car1- Car1-H ar 2 -2 16736 0 -16736 0 0 0 
13-3-3-13 H- Car1- Car1- H ar 2 -2 16736 0 -16736 0 0 0 
3-3-4-5 Car1-Car1-Cket-Oket 1 1.6 -2 13388.8 0 -13388.8 0 0 0 
3-3-4-6 Car1-Car1-Cket-N 1 1.6 -2 13388.8 0 -13388.8 0 0 0 
3-4-6-4 Car1-Cket-N-Cket am 6.46 -2 54057.28 0 -54057.28 0 0 0 
3-4-6-8 Car1- Cket -N-Car2 1 6.46 -2 54057.28 0 -54057.28 0 0 0 
3-4-6-15 Car1-Cket-N-H 1 6.46 -2 54057.28 0 -54057.28 0 0 0 
5-4-6-4 Oket- Cket –N- Cket 1 6.46 -2 54057.28 0 -54057.28 0 0 0 
5-4-6-8 Oket- Cket -N-Car2 1 6.46 -2 54057.28 0 -54057.28 0 0 0 
5-4-6-15 Oket-Cket-N-H 1 6.46 -2 54057.28 0 -54057.28 0 0 0 
4-6-8-8 Cket -N-Car2- Car2 1 1.6 -2 13388.8 0 -13388.8 0 0 0 
6-8-8-12 N- Car2- Car2-CCH3 ar 2 -2 16736 0 -16736 0 0 0 
6-8-8-13 N- Car2- Car2-H ar 2 -2 16736 0 -16736 0 0 0 
8-8-8-8 Car2- Car2- Car2- Car2 ar 2 -2 16736 0 -16736 0 0 0 
8-8-8-9 Car2- Car2- Car2-C2 ar 2 -2 16736 0 -16736 0 0 0 
8-8-8-12 Car2- Car2- Car2-CCH3 ar 2 -2 16736 0 -16736 0 0 0 
8-8-8-13 Car2- Car2- Car2-H ar 2 -2 16736 0 -16736 0 0 0 
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9-8-8-13 C2- Car2- Car2-H ar 2 -2 16736 0 -16736 0 0 0 
12-8-8-13 CCH3- Car2- Car2-H ar 2 -2 16736 0 -16736 0 0 0 
13-8-8-13 H- Car2- Car2-H ar 2 -2 16736 0 -16736 0 0 0 
13-8-8-15 H- Car2- Car2-Hterm ar 2 -2 16736 0 -16736 0 0 0 
2-1-2-7 CF1-C1-CF1-F1 1 0.2 3 502.08 -1506.24 0 2008.32 0 0 
3-1-2-7 Car1-C1-CF1-F1 1 0.2 3 502.08 -1506.24 0 2008.32 0 0 
2-1-3-3 CF1-C1-Car1-Car1 1 0.12 -3 502.08 -1506.24 0 2008.32 0 0 
3-1-3-3 Car1-C1-Car1-Car1 1 0.12 -3 836.8 2510.4 0 -3347.2 0 0 
1-3-3-3 C1- Car1- Car1-Car1 ar 2 -2 836.8 2510.4 0 -3347.2 0 0 
1-3-3-13 C1- Car1- Car1-H ar 2 -2 836.8 2510.4 0 -3347.2 0 0 
3-3-3-3 Car1-Car1-Car1-Car1 ar 2 -2 836.8 2510.4 0 -3347.2 0 0 
3-3-3-4 Car1-Car1-Car1-Cket ar 2 -2 502.08 -1506.24 0 2008.32 0 0 

 

Table 17. Torsional angles and parameters in TRIPOS 5.2 [kcal mol-1 deg-2] and the torsional coefficients (Cm) [J mol-1] in gmq. 
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Out-of-Plane Symbol k 
[ kcal mol-1 angstrom-2] 

koop 
[ kg s-2] 

3; 1-3-3 Car1; C1-Car1-Car1 480 666.9792 
3; 3-3-4 Car1; Car1-Car1-Cket 480 666.9792 
3; 3-3-13 Car1; Car1-Car1-H 480 666.9792 
4; 3-5-6 Cket; Car1-Oket-N 480 666.9792 
6; 4-4-8 N; Cket-Cket-Car2 120 166.7486 
6; 4-4-15 N; Cket-Cket-Hterm 120 166.7486 
8; 6-8-8 Car2; N-Car2-Car2 480 666.9792 
8; 8-8-9 Car2; Car2-Car2-C2 480 666.9792 
8; 8-8-12 Car2; Car2-Car2-CCH3 480 666.9792 
8; 8-8-13 Car2; Car2-Car2-H 480 666.9792 
8; 8-8-15 Car2; Car2-Car2-Hterm 480 666.9792 

Table 18. Out-of-plane potential parameters in TRIPOS 5.2 and gmq in the units of kcal 

mol-1 angstrom-2 and kg s-2, respectively. 

 

Symbol rij  
[Å] 

ki,j 
[kcal mol-1] 

σ  
[Å] 

ε 
[K -1] 

C 1.7 0.107 3.029 53.844 
O 1.52 0.116 2.708 58.373 
N 1.55 0.095 2.762 47.806 
F 1.47 0.109 2.619 54.851 
H 1.5 0.042 2.673 21.135 

Table 19. Van der Waals potential parameters in TRIPOS 5.2 and gmq in the units of kcal 

mol-1 and K-1, respectively. 
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